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1. Overall framework 

Francesca Verones1,2*, Stefanie Hellweg3, Mark A.J. Huijbregts1 

1 Department of Environmental Science, Radboud University Nijmegen, The Netherlands 

2 Industrial Ecology Programme and Department of Energy and Process Engineering, NTNU, Trondheim, 
Norway 

3 Institute for Environmental Engineering, ETH Zürich, Zurich, Switzerland 

*francesca.verones@ntnu.no  

1.1.  Introduction 
1.1.1. General background 

Life Cycle Assessment (LCA) is a methodology for assessing the environmental impacts of a product or a 

service throughout its whole life cycle.  In general LCA consists of four phases (ISO 2006b), as shown in 

Figure 1.1. In the first phase an explicit goal is defined, including the definition of a functional unit for 

which the LCA is performed. The boundaries of the investigated system are set, the required impact 

categories chosen and assumptions and limitations identified. During the inventory analysis the materials 

and inputs required, as well as emissions and outputs created during the complete life cycle are collected. 

The third step is the Life Cycle Impact Assessment (LCIA) that aims at quantifying the potential 

environmental impacts and their significance, based on the life cycle inventory (LCI) results. Within the 

impact assessment characterization models, such as the ones presented here for the LC-IMPACT 

methodology, are applied. The characterization factors developed in these models indicate the 

environmental impact per unit of stressor (e.g. per kg of resource used or emission released). In order to 

make impacts comparable, results are calculated in equivalence units, such as for example DALYs – 

disability adjusted life years for human health impacts or PDFs – potentially disappeared fractions of 

species for ecosystem quality. 

 

Figure 1.1: The four phases of performing an LCA according to ISO (ISO 2006a; ISO 2006b). 

Optionally, normalization can be performed. Normalization factors are relating the characterised results 

of each impact category to a certain reference situation (e.g. global water consumption in the year 2010), 

mailto:*francesca.verones@ntnu.no


 

6 
 

thus introducing an adequate context. Typically, reference situations are chosen at the global level since 

the analysed product system often stretches the entire world. In doing this, normalisation provides the 

relative contribution of a certain product to the chosen reference situation, thus facilitating interpretation 

(Wegener Sleswijk et al. 2008). 

1.1.2. Aim  

The development and refinement of LCIA methodologies has made large progress during the last couple 

of years, incorporating new impact pathways (e.g. water use) and including spatial differentiation if 

relevant. The LC-IMPACT methodology is at the forefront of these developments and aims to provide a 

“living” life cycle impact assessment methodology, which aims to be regularly updated to include the most 

important developments in LCIA. In particular, LC-IMPACT aims to have global coverage for the three main 

areas of protection (humans, ecosystems, resources), including spatially differentiated information where 

appropriate.  

 

Innovations include: 

- Spatial resolution of CF according to the nature of impact (where possible) as well as spatially 

aggregated CF on country and global level, to facilitate coupling with LCI 

- A new approach for assessing impacts to ecosystems, assessing global extinctions. This approach 

is more relevant and consistent than previous approaches, which mixed scales of extinctions. 

- Explicit documentation of value judgments 

- Explicit documentation of type of approach (marginal and/or average/linear) 

- Quantitative uncertainty assessments for selected impact categories and qualitative discussion of 

uncertainties for all impact categories. 

 

Normalization factors are also made available along with characterization factors.  

The influence of value choices were quantified. Value choices are related to the level of robustness, 

temporal system boundary or level of inclusion of impacts. This includes the separation of results between 

short-term and long-term impacts as well as including only certain impacts or “all impacts”. This explicit 

distinction between up to four sets of factors allows the practitioner to make an informed and transparent 

choice (further explanation below). 

Currently, only results on an endpoint level will be made available for the impact categories. Harmonized 

and common midpoint indicators, as well as additional impact categories are planned to be added in the 

future. 

The main work of this harmonized methodology results from the outcomes of the FP7-funded project LC-

IMPACT (http://www.lc-impact.eu). After this framework chapter, individual chapters for all the impact 

categories follow.  Each of them provides information on how the impact pathway affects the 

environment and the three areas of protection, and explains the value choices and modelling steps. 

 

http://www.lc-impact.eu/
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1.2. Areas of protection and overview of impact categories 
Human health, ecosystem quality and abiotic resources are commonly used in life cycle impact 

assessment (LCIA) methodologies (Goedkoop 2000; Goedkoop et al. 2009) as the three areas of 

protection. It was decided to keep the same broad, three areas of protection for the implementation of 

the LC-IMPACT methodology.   

The overview of the link between the impact categories and the three areas of protection is shown in 

Figure 1.2. The category “ecosystem quality” covers the terrestrial, aquatic and marine environments. We 

recommend to keep the three ecosystem types separate for communication, as there is no generally 

agreed upon weighting mechanism to sum impacts across different ecosystem types.  

 

Figure 1.2: Overview of the environmental mechanisms that are covered in the LC-IMPACT methodology and their relation to 
the areas of protection. Note that “ecosystem quality” covers terrestrial, freshwater and marine ecosystems, thus multiple 
environmental compartments may be impacted (e.g. terrestrial and freshwater ecotoxicity)  

The endpoints are related to the three areas of protection (see Table 1.1). Two basic equations for 

calculating endpoint characterization factors (CFs) are shown below. Equation 1.1 shows the basic CF for 

human health, with intake fraction iF, exposure factor XF, effect factor EF and damage factor DF. The 

intake fraction is a measure for the fate and exposure of people to a certain substance, the effect factor 

quantifies the effect of a certain substance on human health, while the damage factor is a measure for 

the severity of an impact on human health.  
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𝐶𝐹ℎ𝑢𝑚𝑎𝑛 = 𝑖𝐹 ∙ 𝑋𝐹 ∙ 𝐸𝐹 ∙ 𝐷𝐹 

Equation 1.1 

Equation 1.2 reflects the basic CF equation for ecosystems. Relative global species loss per unit of emission 
or extraction was calculated by the product of a vulnerability score VS, an exposure factor, as well as a 
fate factor FF and an effect factor EF. The exposure factor is omitted in some impact categories, as it is 1 
(e.g. in land stress).  

𝐶𝐹𝑒𝑐𝑜𝑠𝑦𝑠𝑡𝑒𝑚 𝑞𝑢𝑎𝑙𝑖𝑡𝑦 = 𝐹𝐹 ∙ 𝑋𝐹 ∙ 𝐸𝐹 ∙ 𝑉𝑆 

Equation 1.2 

What is special in LC-IMPACT compared to other LCIA methods is that the CF quantifies the relative global 
species loss by putting the regional species loss in perspective of the global species pool. This is done for 
one or more taxa (fish, mammals, birds, amphibians, reptiles, and/or plants), depending on the data 
availability per impact category. For water and land use we follow the proposed approach in Verones et 
al. (2017) and modified the approach, depending on data availability for the other impact categories (see 
individual chapters for details). The VS varies between 0 and 1. A VS of 1 means that the species is highly 
threatened or probably endemic, while lower scores denote less vulnerable species (see also Verones et 
al. (2015)). We tested the differences between factors including a vulnerability score and those that do 
not include a vulnerability score, in order to avoid any bias. For land use, the ratio between the median 
aggregated regional and global CF is by definition 1 (see Chapter 11 on Land stress). Thus, we do not 
introduce a bias with the vulnerability scores. 

Although it has been argued that mineral resources are available in almost infinite amounts in the earth 

crust, the actual availability of a mineral primarily depends on ore grades (Gerst 2008). When a mineral is 

extracted, the overall ore grade of that mineral declines (Prior et al. 2012). The lower the ore grade, the 

larger the amount of ore that is produced for extracting the same amount of mineral. According to Prior 

et al. (2012), ore grade decline can be used as an indicator for a range of societal impacts. For instance, 

larger amounts of ore produced for the same unit of mineral output, implies more waste (waste rock, 

tailings) to be handled. This is the mechanism that is captured in the area of protection ‘Resources’ for 

mineral resources as a means of extra future effort for resource extraction. The unit of the resource 

scarcity indicator is the extra amount of ore produced per unit of mineral extracted, averaged over the 

mining of the full mineral reserve that is currently available (see Figure 1.3 for illustration). Reserves are 

defined as economically proven reserves for the CFcertain effects and ultimately extractable reserves for the 

CFall effects.  
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Figure 1.3: Illustrative example for the calculation of characterization factors for mineral resource scarcity. 

Table 1.1: Overview of the areas of protection and respective endpoint units. DALY stands for disability adjusted life years and 
PDF stands for potentially disappeared fraction of species. kgore stands for the extra average amount of ore to be produced. 

Area of protection abbreviation endpoint unit 

damage to human health HH DALY 
damage to ecosystem quality EQ PDF 
damage to abiotic resources R kgore 

 

DALYs (disability adjusted life years) represent the years that are lost or that a person is disabled for due 

to a disease or accident. DALYs are typically based on health statistics from the World Health Organization 

on the global burden of disease (for example, WHO (2014)). 

The unit for ecosystem quality is a global fraction of potentially disappeared species (PDF). Although this 

unit sounds similar to previous LCIA approaches, the underlying concept of how to arrive at these fractions 

differs from previous methodologies. Instead of local losses based on locally present species, losses of 

species are considered in relation to the globally present species, leading to a globally normalized PDF of 

species. 

The unit for resource is the surplus ore potential, i.e. kilogram of ore (kgore/kgmineral) which represents the 

extra average amount of ore produced as a result of mineral resource extraction. 

PDF and DALY are no standard units, a DALY basically being a year and a PDF being a fraction. The reason 

why the results are still presented including the DALY (instead of just year) or PDF (instead of nothing) 

notation is to clarify the targeted endpoint. 
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1.3. Linear/average vs. marginal approach 
There are different possible approaches for calculating effect factors, namely marginal, and average/linear 

(see also Figure 1.4). According to the marginal approach, the influence of raising the background 

concentration/pressure by an incremental amount is investigated. This means that the reference state is 

today’s situation or the current background concentration and the additional impact of a marginal change 

is quantified. By contrast, in the case of average modeling, rather than taking the derivative of the curve 

at the point of current level of impact, the average effect change per unit of change is used. The reference 

state is the current situation, relating the change either to a zero effect, a preferred state (e.g. 

environmental targets) or a prospective future state. The main difference between linear and average is 

that for an average approach the background level is known (highlighted with an asterisk in Table 1.2), 

while it is assumed to be 0.5 for the linear approach due to the absence of information on background 

pollution levels.  

 

 
Figure 1.4: Derivation of effect factors (EF) following a linear approach, marginal approach and an average approach, for the 
impact of total phosphorus concentrations on freshwater macro-invertebrate diversity with a logistic response curve PDF = 
1/(1+4.07∙Cp-1.11) and working point of 10 mg/l (Huijbregts et al. 2011). 

Different environmental mechanisms work with different approaches for calculating the required factors. 

If possible, more than one approach is used, in order to provide different factors. An overview of the 

approaches covered by environmental mechanism is given in Table 1.2. Table 1.3 shows that for various 

impact categories different approaches were chosen. This is not different from previous methods, but in 

contrast to other LCIA method, here we make the approach explicit so that the practitioner can 

consciously decide on which one to use. Depending on the scope of the study the practitioner may choose 

either marginal or linear/average values (if both are available). It is recommended to use, if possible, 

consistent sets of factors (e.g. either all marginal or all linear/average).  

  
Figure 4: Logistic species sensitivity distribution for the impact of total phosphorus 

concentrations on freshwater macroinvertebrate diversity. Derivation of effect factors 

(EF) following the marginal and the average approach is shown for a working point of 10 

mg/L [14, 32]. 
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Table 1.2: Overview of approaches covered by each environmental mechanism. An asterisk indicates that the background 
level is known (average approach). 

Environmental mechanism marginal average/linear 

climate change ✓ ✓* 
stratospheric ozone depletion  

✓ 

ionising radiation  
✓ 

photochemical ozone  formation  
✓* 

particular matter formation  
✓ 

terrestrial acidification ✓ 
 

freshwater eutrophication  
✓ 

marine eutrophication  
✓ 

freshwater ecotoxicity  
✓ 

human toxicity (carcinogenic)  
✓ 

human toxicity (non-carcinogenic)  
✓ 

marine ecotoxicity  
✓ 

terrestrial ecotoxicity  
✓ 

land stress ✓ ✓* 
water stress (ecosystems) ✓ 

 

water stress (human health) ✓ ✓* 
mineral resources extraction  

✓ 

 

The different approaches have different strengths for applications. Approaches with marginal changes 

quantify the impact of small changes in emissions or resource uses (as stated in Huijbregts et al. (2011): 

“what do we add in terms of environmental impact with the consumption of one liter of coffee?”). 

However, if there are already high environmental impacts, the marginal impact may decrease and in 

extreme cases become zero, implying that if environmental impacts are already substantial, additional 

impacts are of no consequence.  Average approaches, on the other hand, assess the impacts of larger 

changes than just marginal ones. Therefore, this type of approach potentially also opens a further field of 

application of life cycle impact assessment methods such as LC-IMPACT, by connecting it to the macro-

scale assessments of input-output models. Input-output models quantify accurately what the resource 

use or footprint of a consumer is, but hardly ever attempt to quantify the environmental consequences 

related to this resource use. LC-IMPACT, as a spatially differentiated impact assessment method can 

potentially contribute to such an assessment. 

1.4. Value choices  
Important binary choices are the differentiation between low and high levels of robustness. Binary choices 

between the level of robustness can be related either (1) to the fact that it can be highly uncertain whether 

a specific effect is caused by the interventions that belong to an impact category (e.g. cataract for ozone 

depletion) and (2) to the timing of the impact (long-term or short-term effects), represented by the time 

horizon. In general, the further away in time the impact is, the more uncertain, i.e. the lower the level of 

robustness. 

In contrast to the cultural perspectives (individualist, hierarchist and egalitarian) that are commonly used 

in LCA (e.g. Goedkoop et al. (2009)), we follow another approach here. Instead, the characterization factor 

is built in a modular way that allows the user to add or neglect impacts that are farther away (in a time 

perspective) and less certainly caused by a specific impact category. We therefore provide the user with 

four sets of CFs: 
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1) all impacts, 100 years: short (100 years) time horizon and high level of certainty for impact of a specific 

intervention,  

2) all impacts, long-term: long time horizon and high level of certainty for impact of a specific intervention,  

3) certain impacts, 100 years: short (100 years) time horizon and low level of certainty for impact of a 

specific intervention, 

4) certain impacts, long-term: long time horizon and low level of certainty for impact of a specific 

intervention.  

We recommend users to always calculate results with all sets of characterization factors, in order to 

understand the full extent and nature of the potential impacts. 

 Table 1.3 gives an overview of the value choices with low and high level of robustness for each 

environmental mechanism. Please note that these binary choices, in order to in- or exclude certain parts 

of a characterization factor do not reflect statistical uncertainty or confidence intervals. 

Table 1.3: Overview of choices per impact category. Note that the time horizon for terrestrial acidification and mineral 
resources can be relevant (van Zelm et al. 2007; Vieira et al. 2012) but cannot be considered due to insufficient data (Verones 
et al. submitted). 

Impact category all impacts, long-term 
all impacts, 100 

years 

certain impacts, long-

term 

certain impacts, 

100 yrs 

climate change (human 

health) 

Time horizon: 1000 

yrs 

Time horizon: 100 

yrs 

Time horizon: 1000 

yrs 

Time horizon: 100 

yrs 

Included effects:  

diarrhoea, malaria, 

coastal flooding, 

malnutrition, 

cardiovascular 

diseases, inland 

flooding   

Included effects:  

diarrhoea, malaria, 

coastal flooding, 

malnutrition, 

cardiovascular 

diseases, inland 

flooding   

Included effects: 

diarrhoea, malaria, 

coastal flooding 

Included effects: 

diarrhoea, malaria, 

coastal flooding 

climate change 

(terrestrial ecosystems) 

Time horizon: 1000 

yrs 

Time horizon: 100 

yrs 

Time horizon: 1000 

yrs 

Time horizon: 100 

yrs 

Included effects:  all 

species included 

Included effects:  all 

species included 

Included effects:  all 

species included 

Included effects:  

all species included 

climate change 

(freshwater ecosystems) 

Time horizon: 1000 

yrs 

Time horizon: 100 

yrs 
Time horizon: - Time horizon: - 

Included effects:  

impacts on fish below 

42° latitude 

Included effects:  

impacts on fish 

below 42° latitude 

Included effects: not 

considered due to 

uncertainty 

Included effects: 

not considered due 

to uncertainty 

stratospheric ozone 

depletion 

Time horizon: infinite 
Time horizon: 100 

yrs 
Time horizon: infinite 

Time horizon: 100 

yrs 

Included effects: 

cataract, skin cancer 

Included effects: 

cataract, skin cancer 

Included effects: skin 

cancer 

Included effects: 

skin cancer 

ionising radiation 

Time horizon: 

100,000 yrs 

Time horizon: 100 

yrs 

Time horizon: 

100,000 yrs 

Time horizon: 100 

yrs 

Included effects: 

Cancers: Thyroid, bone 

marrow, lung, breast, 

bladder, colon, ovary, 

skin, liver, oesophagus, 

stomach, bone surface 

and remaining cancer. 

Hereditary disease 

Included effects: 

Cancers: Thyroid, 

bone marrow, lung, 

breast, bladder, 

colon, ovary, skin, 

liver, oesophagus, 

stomach, bone 

surface and 

Included effects: 

Cancers: Thyroid, bone 

marrow, lung and 

breast. Hereditary 

disease 

Included effects: 

Cancers: Thyroid, 

bone marrow, lung 

and breast. 

Hereditary disease 
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remaining cancer. 

Hereditary disease 

photochemical ozone  

formation (human 

health) 

Time horizon: not 

relevant 

Time horizon: not 

relevant 

Time horizon: not 

relevant 

Time horizon: not 

relevant 

Included effects: 

respiratory mortality 

Included effects: 

respiratory mortality 

Included effects: 

respiratory mortality 

Included effects: 

respiratory 

mortality 

photochemical ozone  

formation (terrestrial 

ecosystems) 

Time horizon: not 

relevant 

Time horizon: not 

relevant 

Time horizon: not 

relevant 

Time horizon: not 

relevant 

Included effects: loss 

of productivity for 

forest and grassland 

plant species 

Included effects: 

loss of productivity 

for forest and 

grassland plant 

species 

Included effects: loss 

of productivity for 

forest and grassland 

plant species 

Included effects: 

loss of productivity 

for forest and 

grassland plant 

species 

particulate matter 

formation 

Time horizon: not 

relevant 

Time horizon: not 

relevant 

Time horizon: not 

relevant 

Time horizon: not 

relevant 

Included effects: 

cardiopulmonary and 

lung cancer mortality 

due toprimary PM2.5 

and secondary aerosols 

from SO2, NH3 and 

NOx  

Included effects: 

cardiopulmonary and 

lung cancer mortality 

due toprimary PM2.5 

and secondary 

aerosols from SO2, 

NH3 and NOx  

Included effects: 

cardiopulmonary and 

lung cancer mortality 

due to  primary PM2.5 

Included effects: 

cardiopulmonary 

and lung cancer 

mortality due to  

primary PM2.5 

terrestrial acidification 

Time horizon: not 

relevant 

Time horizon: not 

relevant 

Time horizon: not 

relevant 

Time horizon: not 

relevant 

Included effects: 

reduction of plant 

species richness due to 

N and S emissions to 

air 

Included effects: 

reduction of plant 

species richness due 

to N and S emissions 

to air 

Included effects: 

reduction of plant 

species richness due to 

N and S emissions to 

air 

Included effects: 

reduction of plant 

species richness 

due to N and S 

emissions to air 

freshwater eutrophication 

Time horizon: not 

relevant 

Time horizon: not 

relevant 

Time horizon: not 

relevant 

Time horizon: not 

relevant 

Included effects: 

reduction of fish 

species richness due to 

P emissions to water 

Included effects: 

reduction of fish 

species richness due 

to P emissions to 

water 

Included effects: 

reduction of fish 

species richness due to 

P emissions to water 

Included effects: 

reduction of fish 

species richness 

due to P emissions 

to water 

marine eutrophication 

Time horizon: not 

relevant 

Time horizon: not 

relevant 

Time horizon: not 

relevant 

Time horizon: not 

relevant 

Included effects: 

hypoxia-driven 

reduction of marine 

animal species richness 

due to dissolved 

inorganic nitrogen 

(DIN) emissions 

Included effects: 

hypoxia-driven 

reduction of marine 

animal species 

richness due to 

dissolved inorganic 

nitrogen (DIN) 

emissions 

Included effects: 

hypoxia-driven 

reduction of marine 

animal species richness 

due to dissolved 

inorganic nitrogen 

(DIN) emissions 

Included effects: 

hypoxia-driven 

reduction of 

marine animal 

species richness 

due to dissolved 

inorganic nitrogen 

(DIN) emissions 

human toxicity 

(carcinogenic) 

Time horizon: infinite 

Time horizon: 100 

yrs (relevant for 

metals) 

Time horizon: infinite 

Time horizon: 100 

yrs (relevant for 

metals) 

Included effects: via 

inhalation and 

ingestion exposure, all 

potentially 

carcinogenic 

substances from IARC 

Included effects: via 

inhalation and 

ingestion exposure, 

all potentially 

carcinogenic 

substances from 

IARC 

Included effects: via 

inhalation and 

ingestion exposure, 

only substances with 

strong evidence for 

carcinogenicity 

(IARC-category 1, 2A 

and 2B) 

Included effects: 

via inhalation and 

ingestion exposure, 

only substances 

with strong 

evidence for 

carcinogenicity 
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(IARC-category 1, 

2A and 2B) 

human toxicity (non-

carcinogenic) 

Time horizon: infinite 

Time horizon: 100 

yrs (relevant for 

metals) 

Time horizon: infinite 

Time horizon: 100 

yrs (relevant for 

metals) 

Included effects: via 

inhalation and 

ingestion exposure  

Included effects: via 

inhalation and 

ingestion exposure  

Included effects: via 

inhalation and 

ingestion exposure  

Included effects: 

via inhalation and 

ingestion exposure  

freshwater ecotoxicity Time horizon: infinite 

Time horizon: 100 

yrs (relevant for 

metals) 

Time horizon: infinite 

Time horizon: 100 

yrs (relevant for 

metals) 

 

Included effects: 

affected fractions via 

exposure to toxic 

chemicals in 

freshwater 

Included effects: 

affected fractions via 

exposure to toxic 

chemicals in 

freshwater 

Included effects: 

affected fractions via 

exposure to toxic 

chemicals in 

freshwater 

Included effects: 

affected fractions 

via exposure to 

toxic chemicals in 

freshwater 

marine ecotoxicity 

Time horizon: infinite 

Time horizon: 100 

yrs (relevant for 

metals) 

Time horizon: infinite 

Time horizon: 100 

yrs (relevant for 

metals) 

Included effects: 

affected fractions via 

exposure to toxic 

chemicals in seawater 

Included effects: 

affected fractions via 

exposure to toxic 

chemicals in 

seawater 

Included effects: 

affected fractions via 

exposure to toxic 

chemicals in seawater 

Included effects: 

affected fractions 

via exposure to 

toxic chemicals in 

seawater 

terrestrial ecotoxicity 

Time horizon: infinite 

Time horizon: 100 

yrs (relevant for 

metals) 

Time horizon: infinite 

Time horizon: 100 

yrs (relevant for 

metals) 

Included effects: 

affected fractions via 

exposure to toxic 

chemicals in soil 

Included effects: 

affected fractions via 

exposure to toxic 

chemicals in soil 

Included effects: 

affected fractions via 

exposure to toxic 

chemicals in soil 

Included effects: 

affected fractions 

via exposure to 

toxic chemicals in 

soil 

land stress (occupation) 

Time horizon: not 

relevant 

Time horizon: not 

relevant 

Time horizon: not 

relevant 

Time horizon: not 

relevant 

Included effects: 

occupation of 6 land 

use types 

Included effects: 

occupation of 6 land 

use types 

Included effects: 

occupation of 6 land 

use types 

Included effects: 

occupation of 6 

land use types 

land stress 

(transformation) 

Time horizon: total 

recovery times (up to 

1200 yrs, depending on 

ecosystem) 

Time horizon: 100 

yrs 

Time horizon: total 

recovery times (up to 

1200 yrs, depending on 

ecosystem) 

Time horizon: 100 

yrs 

Included effects:  

transformation of 6 

land use types 

Included effects:  

transformation of 6 

land use types 

Included effects:  

transformation of 6 

land use types 

Included effects:  

transformation of 6 

land use types 

water stress (ecosystems) 

Time horizon: not 

relevant 

Time horizon: not 

relevant 

Time horizon: not 

relevant 

Time horizon: not 

relevant 

Included effects: 

surface water and 

groundwater 

consumption impacts 

on wetlands 

Included effects: 

surface water and 

groundwater 

consumption impacts 

on wetlands 

Included effects: only 

surface water 

consumption impacts 

on wetlands 

Included effects: 

only surface water 

consumption 

impacts on 

wetlands 

water stress (human 

health) 

Time horizon: not 

relevant 

Time horizon: not 

relevant 

Time horizon: not 

relevant 

Time horizon: not 

relevant 

Included effects: 

Malnutrition 

Included effects: 

Malnutrition 

Included effects: 

Malnutrition 

Included effects: 

Malnutrition 

mineral resources 

extraction 

Time horizon:  not 

used 

Time horizon: not 

used 

Time horizon:  not 

used 

Time horizon: not 

used 
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Included effects: uses 

‘ultimately extractable 

reserves’ 

Included effects: 

uses (economic) 

‘reserves’  

Included effects: uses 

‘ultimately extractable 

reserves’ 

Included effects: 

uses (economic) 

‘reserves’  

1.5. Spatial variability 
1.5.1. Level of spatial resolution 

The level of spatial detail is varying greatly between the different impact categories, as is shown in Table 

1.4. Some categories, for example climate change do not need spatial detail in the application of the 

characterization factors, since the damages are spreading on a global level. Others, for example water 

stress, have very local and specific impacts and incorporating spatial details in the methodological 

development is thus a large benefit. The approach for including spatial variability is, wherever possible, 

reflecting the nature and spatial extent of impact. However, for some impact categories it was data driven 

(Table 1.4). We include spatial variability, as soon as information is available and adapt the spatial 

resolution on which the final characterization factors are provided to the resolution of the available data.  

 
Table 1.4: Spatial resolution for the different parts of the environmental mechanisms. 

environmental mechanism 
Spatial resolution 
fate factor 

Spatial resolution 
effect factor 

Spatial resolution 
characterization factor 

climate change (ecosystems) none none none 

climate change (human health) none none none 

stratospheric ozone depletion none none none 

ionising radiation 

global values for 
air, freshwater, 
marine none 

global values for air, 
freshwater, marine 

photochemical ozone depletion 
(ecosystems) 

56 world regions 
(averages of base 
run of 1°x1°) none country level 

photochemical ozone depletion 
(human health) 

56 world regions 
(averages of base 
run of 1°x1°) none country level 

particular matter formation 

56 world regions 
(averages of base 
run of 1°x1°) none country level 

terrestrial acidification 

615'888 three 
dimensional 
compartments 2° x 2.5° 2° x 2.5° 

freshwater eutrophication 0.5° x 0.5° 
biogeographical 
habitats 0.5° x 0.5° 

marine eutrophication 

Country to large 
marine 
ecosystems (233 
spatial units) 

66 large marine 
ecosystems (5 
climate zones) 

Country to large marine 
ecosystems (233 spatial units) 

freshwater ecotoxicity   sub-continental 

human toxicity   sub-continental 

marine ecotoxicity   sub-continental 

terrestrial ecotoxicity   sub-continental 

land stress ecoregions ecoregions ecoregions 

water stress (ecosystems) 
more than 20'000 
individual points 

more than 20'000 
individual points 0.05° x 0.05° 



 

16 
 

water stress (human health) 
watersheds 
(11'000 units) country level watersheds (11'000 units) 

mineral resources extraction none  none 

 

1.5.2. Ecosystem impacts: Procedures for maps of taxonomic classes 

Maps with number of species present and, if possible, vulnerability scores (VS) are calculated for different 

taxonomic groups. An overview of the taxonomic groups covered in each impact category is given in Table 

1.5. 
Table 1.5: Overview of the taxonomic groups used for calculating maps of species counts and vulnerability scores (only possible 
for taxa with available IUCN data). All groups consist of animals except tracheophyta (vascular plants). FEOW stands for 
freshwater ecoregions of the world. 

Environmental 
mechanism 

taxonomic group taxonomic classification 
Spatial 
resolution 

VS map available? Data origin 

Acidification Tracheophyta Phylum 0.53°x0.53° 
no, species numbers 
used as proxy 

Kier et al. 
(2009) 

Freshwater  
eutrophication 

Fish Classes FEOW 

no, fish richness 
density and total fish 
number used as 
proxy 

Abell et al. 
(2008) 

Marine eutrophication 

Lobsters, bony 
fish, cartilaginous 
fish and sea 
cucumbers 

Classes (note: only species 
occurring in marine neritic 
habitats are included) 

Large Marine 
Ecosystems 

yes  IUCN (2018) 

Photochemical  
ozone formation 

Tracheophyta Phylum 0.53°x0.53° no 
Kier et al. 
(2009) 

Water 

Mammalia 
Aves 
Amphibia 
Reptilia  

Classes  0.05°x0.05° yes IUCN (2018) 

Land 

Mammalia 
Aves 
Amphibia 
Reptilia 
Tracheophyta 

Classes  0.05°x0.05° yes IUCN (2018) 

Climate change Global average - - no  

Ecotoxicity 

Tracheophyta 
Freshwater Fish 
Lobsters, bony 
fish, cartilaginous 
fish and sea 
cucumbers 

Classes/Phylum - 

No, proxies used. 
Terrestrial:species 
numbers 
tracheophyta; 
freshwater: fish 
numbers; marine: 
species numbers 
Lobsters, bony fish, 
cartilaginous fish 
and sea cucumbers  

Abell et al. 
(2008); Kier 
et al. (2009); 
IUCN (2018) 

 

Species maps were calculated with as much and detailed data as possible according to the following data 

priority setting: 

1) Maps calculated with IUCN data 

For a wide variety of species IUCN provides geographic range sizes, including explicit spatial information, 

compatible for use in geographical information systems. As taxonomic classification level we chose 
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“classes” for calculating these maps (Table 1.5). Classes are the third level of the taxonomic classification 

after “Kingdom” (e.g. plants, animals) and “Phylum” (e.g. chordate, tracheophyta). In order to represent 

the number of species on a global grid, the geographical ranges of all relevant species were overlaid and 

summed in Matlab (MathWorks 2016). Species that are already extinct nowadays were excluded from the 

analysis, because the aim of the maps is to give present species counts. The procedure is also described 

in Verones et al. (2013). The resolution of these maps is 0.05°x0.05°. 

2) Species maps from other authors 

If no species-specific information on geographic range sizes were available, a search for existing species 

maps was performed. The map for tracheophyta (vascular plants) is a map that was made available by 

Kreft et al. (2007). Tracheophyta is a phylum and not a class, but there is no map available for all 12 classes 

of vascular plants that are grouped into the phylum tracheophyta. The resolution is fixed and we do not 

have species lists available for different classes at each location. 

3) Using relationships with abiotic parameters to estimate species occurrences 

If the search for existing maps yielded no results, relationships with abiotic parameters were applied for 

estimating the number of species in a spatially differentiated way. This is the case for freshwater fish 

species. We used a species-discharge relationship (Oberdorff et al. 1995) and the modelled yearly average 

discharge from WaterGap (WATCH 2011) to come up with a map of estimated fish species numbers. 

For the fish map (for freshwater eutrophication) the fate and effect factor are made compatible to the 

resolution of the species map because we have explicit relationships for modelling the fish counts at 

spatial level. However, the map of tracheophyta for terrestrial acidification cannot be resampled. Thus, 

we upsize the resolutions of the fate and effect factor for terrestrial acidification, in order to match the 

resolution of the tracheophyta map. This species map is an existing map we are using with species richness 

information. However, we do not know which species exactly are present in which cell. Thus we cannot 

resample the map, since the same species number (e.g. 3) in two pixels does not mean that the species 

composition is exactly the same (e.g. species A, B and C in pixel 1 and A, B and D in pixel 2).  

1.5.3. Spatial aggregation 

All spatially-differentiated characterization factors are also available on a country and a continental level 

to facilitate application. A single global default value will also be provided.  

Spatial aggregation is done by calculating weighted averages. Averaging at higher spatial scales will be 

based on actual emissions, except for land and water stress, which will be based on water withdrawal and 

land use, respectively. Population density can be used as a fallback proxy weighting scheme. The 

aggregation based on emission and resource consumption patterns reflects the best knowledge we 

currently have about activity levels. Note that with this approach we assume that a new activity (emission, 

consumption) is more likely to happen in regions where activities are already taking place, i.e. this is an 

attributional assessment (Mutel et al. 2009). Table 1.6 shows the data sources and method used for 

aggregating. 
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Table 1.6: Overview of data sources and aggregation type for impact categories that include spatial differentiation. 

impact category aggregation based on Reference year Data source for aggregation 

freshwater eutrophication 
emissions/ crop areas (for 

erosion) 
2000 Scherer et al. (2015) 

terrestrial acidification population density 2000 CIESIN (2005) 

water stress water consumption 2010 
WATCH (2011), Pfister et al. 

(2011), UN (2011) 
land stress ecoregion size - Olson et al.(2001) 

particulate matter emissions 2000 Lamarque et al. (2010) 
photochemical ozone formation emissions 2000 Lamarque et al. (2010) 
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2.1.  Areas of protection and environmental mechanisms covered 

 

Figure 2.1: Cause and effect pathway of climate change (from Huijbregts et al., 2014) 

The cause and effect pathway (Figure 2.1) of climate change starts with the emission of a greenhouse gas 

(GHG) to the atmosphere. The increased concentration of the GHGs causes the radiative forcing capacity 

of the atmosphere to increase, resulting in a larger part of the solar energy being retained in the 

atmosphere. This causes the global temperature to increase, thus affecting human health as well as the 

natural ecosystems. In this section we describe only those damages that are covered by our methodology. 

The areas of protection that are relevant for this environmental mechanism are human health and 

ecosystem quality (terrestrial and aquatic). 

Human health can be affected through a shift in disease distributions. With increased temperatures 

certain parasites will be able to survive in areas where they previously were not able to live. Furthermore, 

the increased amount of energy in the atmosphere will give rise to more extreme weather in the form of 

coastal or inland floodings or droughts, all of which have an adverse effect on human health. 

mailto:z.steinmann@science.ru.nl
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Terrestrial ecosystems will experience a shift in distribution as a result of increased temperatures. Not all 

species will be able to migrate quickly enough to follow the associated change in vegetation, causing them 

to go extinct. Freshwater ecosystems can be affected through a decrease in river discharge as a result of 

the changed climate. Rivers with larger discharges can sustain more different species of fish than river 

with lower discharges. Therefore a decrease in discharge is likely to cause a number of species to go extinct 

in that river system. 

The climate models, which are used to predict the impact on human health, assume an increase in global 

temperature of 0.5 to 0.68 degrees in the year 2030 relative to the average global temperature in the 

reference year 2000. The 0.18 degree difference between the two scenarios is used to derive the final CF, 

this is a relatively small change in temperature and hence a marginal approach. A temperature change of 

1-3.5 degrees is modelled for terrestrial ecosystems, while a change of 1.9 to 4.4 degrees is used for the 

aquatic ecosystems, making these approaches more similar to a mix between a marginal and an average 

approach. Ideally, one would use the same model with the same temperature increase for both human 

health and ecosystem damage effect factors. However, because both models have been developed 

independently of each other, such synchronization was not possible. Because climate change is modelled 

as a global increase in radiative forcing there is no need to provide location-specific emission factors. 

Regardless of the emissions location the impact will be the same.   

2.2.  Calculation of the characterization factors at endpoint level 
The endpoint characterization factors for climate change that are used for damage on human health 

represent Disability-Adjusted loss of Life Years (DALY). This is a metric for the potential loss of life years 

(plus the years in which people have to live with disease, weighted with the severity of the disease) among 

the total world population (in the unit yr/kg GHG). The factors for ecosystem damage represent the 

globally potentially disappeared fraction of species over a period of time due to the emission of 1 kg of 

GHG (unit yr/kg GHG). In order to calculate these factors several steps are needed, starting with the 

prospected increase in temperature due to the release of 1 kg GHG. The following equation (equation 2.1) 

shows the calculation of the endpoint characterization factor CFend for greenhouse gas x. GWP is the 

greenhouse warming potential of greenhouse gas x, TH is the time horizon, δTEMP is the temperature 

increase due to the release of 1 kg of CO2 and EF is the effect factor for a given Area Of Protection (AOP, 

i.e. human health, freshwater or terrestrial ecosystems). 

𝐶𝐹𝑒𝑛𝑑,𝑥,𝑇𝐻,𝐴𝑂𝑃 = 𝐺𝑊𝑃𝑥,𝑇𝐻 ∙  𝜕𝑇𝑒𝑚𝑝𝐶𝑂2,𝑇𝐻  ∙ 𝐸𝐹𝐴𝑂𝑃 

Equation 2.1. 

2.2.1. From emission to temperature increase 

The International Panel on Climate Change (IPCC) provides characterization factors called Absolute Global 

Warming Potentials (AGWPs) which can be used to compare different GHGs (IPCC, 2013). The AGWP of a 

GHG represents the amount of solar radiation that is retained within the atmosphere over a period of 

time. When the AGWP is expressed relative to the AGWP of the reference gas CO2 it is called the Global 

Warming Potential (GWP). A time horizon of 100 years is taken as the default, robust scenario and a time 

horizon of 100 - 1000 years represents the less robust scenario. GWPs provided by the IPCC are expressed 
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in equivalents of 1 kg CO2 for a 100-year time horizon. By using the radiative forcing capacity and the 

atmospheric life time, the AGWP and GWP for other time horizons can be calculated for all GHGs except 

CO2. The approach followed here (equations 2.2 and 2.3) is equal to the midpoint calculation in the most 

recent ReCiPe update (Huijbregts et al., 2014). 

𝐴𝐺𝑊𝑃𝑥,𝑇𝐻 = 𝑅𝐹𝑥 ∙  𝑐𝑣𝑥  ∙ 𝐿𝑇𝑥  ∙ (1 − 𝑒
−
𝑇𝐻
𝐿𝑇𝑥) 

Equation 2.2 

𝐺𝑊𝑃𝑥,𝑇𝐻 = 
𝐴𝐺𝑊𝑃𝑥,𝑇𝐻,
𝐴𝐺𝑊𝑃𝐶𝑂2,𝑇𝐻

 

Equation 2.3 

“RF is the radiative efficiency (W m-2/ppb), cv is the substance-specific mass to concentration conversion 
factor (ppb/kg), LT is the lifetime (year) of the substance x and TH is the time horizon (year) of the 
assessment (in this case 1000 years). RF and LT were directly available from the fifth assessment report 
(IPCC, 2013). Since the values for cv are not reported separately in the fifth assessment report these were 
calculated from the AGWPs that were reported by IPCC (2013).”  
(Equations and corresponding descriptions from Huijbregts et al., 2014) 

For short-lived GHGs the AGWP for a 100 year time horizon will be almost equal to the AGWP for a 1000 

year horizon, because no additional effects after 100 years are to be expected. For long-lived GHGs 

(including CO2 itself) however, the AGWP1000 is much larger than the AGWP100 because a large fraction of 

the captured radiation will occur during the uncertain period between 100 and a 1000 years.  

2.2.2. From AGWP to temperature increase 

All midpoint-to-endpoint models start with the modelling of the effects of an increase in temperature. In 

this study the projected increase in temperature due to 1 kg of CO2 was taken from Joos et al. (2013). The 

amount of temperature increase caused by captured cumulative radiative forcing is assumed to be equal 

to that of CO2 for all GHGs (Equation 2.4). This may lead to some uncertainty because the time dimension 

(which is important in the climate response models) is lost after the amount of radiative forcing is 

integrated over time. 

𝜕𝑇𝑒𝑚𝑝𝑥,𝑇𝐻 = 𝐺𝑊𝑃𝑥,𝑇𝐻 𝜕𝑇𝑒𝑚𝑝𝐶𝑂2,𝑇𝐻 

Equation 2.4  

Where dTemp is the temperature change (°C/kg) and GWP is the Global Warming Potential of GHG x (in 

kg CO2 eq), over a time horizon TH (years) and dTempCO2 is the temperature change caused by 1 kg of CO2. 

2.2.3. From temperature increase to endpoint damage  

The effect of a temperature increase on terrestrial ecosystems and human health was derived from De 

Schryver et al. (2009, 2011 respectively), while the effect on freshwater ecosystems was taken from 

Hanafiah et al. (2011). Equations 2.5 through 2.7 show how these effect factors were calculated. 

𝐸𝐹𝐻𝐻 =∑𝐼𝑛𝑐𝑖𝑑𝑒𝑛𝑐𝑒𝑖,𝑟  ∙ 𝑆𝑒𝑣𝑒𝑟𝑖𝑡𝑦𝑖,𝑟
𝑖,𝑟
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Equation 2.5 

Where EFHH (DALY/°C) is the effect factor for human health, incidence is the additional incidence of 

disease/flooding event i (incidences/°C) and severity is the damage caused by these incidences 

(DALY/incidence) in region r (Africa, Eastern Mediterranean, Latin American and the Caribbean, South East 

Asia, Western Pacific and developed countries). Please note that this factor includes both the effect 

(incidences) and the damage (DALY). 

The effect factor for terrestrial ecosystems is shown in equation 2.6. 

𝐸𝐹𝑇𝐸 =∑
1

∑𝑆
∙ 𝑆𝑟,𝑡  ∙ 𝐿𝑜𝑠𝑠𝑟,𝑡

𝑟,𝑡 

 

Equation 2.6 

Where EFTE (PDF/°C) is effect factor for terrestrial ecosystems. Species is the number of species and Loss 

is the percentual loss of species (%/°C) within species group t (mammals, birds, frogs, reptiles, butterflies 

and plants), in region r (Australia, Mexico, South Africa, Brazil and Europe). Equation 2.7 shows the effect 

factor for aquatic ecosystems.  

𝐸𝐹𝐹𝐸 =∑
1

∑𝑉
∙ 𝑑𝑄𝑚𝑜𝑢𝑡ℎ,𝑖 ∙  

0.4

𝑄𝑚𝑜𝑢𝑡ℎ,𝑖
∙ 𝑉𝑖

𝑖 

 

Equation 2.7 

Where EFFE (PDF/°C) is the effect factor for freshwater ecosystems, dQmouth is the change in river discharge 

(m3 yr-1/°C) Qmouth is the total river discharge (m3/yr) and V is the volume (m3) of the river in river basin i. 

The damage factors for terrestrial ecosystems (Urban 2015) represent the potentially disappeared 

fraction of species (PDF) per degree temperature increase. A value of 0.037 PDF/°C is reported (based on 

a meta analysis of different climate scenario studies).  The studies that are included in the meta-analysis 

focus on global extinction risk for species, and the damage factor is thus in line with the rest of the impact 

categories. For freshwater ecosystems, Hanafiah et al. (2011) reported an effect factor of 2.04*10-9 PDF 

m3/°C; this factor was derived by taking the sum of the potentially disappeared fractions of species per 

river basin multiplied by the total water volume of each river basin, based on all river basins below 42°. 

We modified this approach by removing duplicates from the used database. Also, we estimated the 

number and change of fish species in each watershed based on Xenopoulos et al. (2005) for different 

climate scenarios (since changes may be non-marginal in some scenarios and for some watersheds). To 

get to a global PDF we then divide with the total number of fish species. River basins north of a latitude 

of 42° are not included because recent (in evolutionary terms) glaciation during ice ages has caused the 

number of species there to be lower than what would be expected from the discharge. Therefore the 

relationship between river discharge and number of fish species does not hold for these river basins.  To 

get an average, weighted effect factor of 1.15 *10-2 PDF/°C we average across all climate scenarios.   
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2.3. Uncertainties 
The CFs for this impact category are based on reported data from existing literature. Assessing the 

sensitivity of the CFs to uncertainties in the individual parameters is therefore only possible to a limited 

extent and is dependent on the reported data in the original reports. For the first part of the cause-and-

effect chain uncertainties in the AGWP of CO2 are provided by Joos et al. (2013). The 90% confidence 

interval spans from 67.9 to 117·10−15 yr Wm−2 kg-CO2
−1 (for a 100 year time horizon) and this range 

becomes larger for longer time horizons. Uncertainty estimates for the GWPs of the other greenhouse 

gases are provided by the IPCC as 90% intervals. Note that these uncertainties are a combination of the 

uncertainty in the AGWP of CO2 and the uncertainty in the AGWP of the GHG under consideration. For 

CH4 an uncertainty estimate of ±40% is given (for a 100 year time horizon), for GHGs with a lifetime of a 

century or more a value ±30% is estimated to cover the 90% interval (for a 100 year time horizon). While 

for shorter-lived GHGs this interval is estimated to be ±35% (for a 100 year time horizon).  

Such a detailed quantitative assessment of the other steps in the cause-and-effect chain is not available. 

Time integrated temperature factors are likely to be similar to the AGWP but with additional uncertainty, 

especially for longer time horizons were the climate feedbacks are highly relevant. Damage factors for 

human health are uncertain because of subjective choices (covered in section 2.4.2) as well as inherently 

uncertain due to limited knowledge. Assumptions related to the human health effects are listed in table 

2.1 (from De Schryver et al. 2009). Most of the parameters used in these models are uncertain, so it is 

likely that the modelled relative risks also include a substantial amount of uncertainty. The same is true 

for the damage factors for terrestrial and aquatic ecosystems. For terrestrial species this is caused by 

uncertainty in the model that projects species extinction, which include many uncertain parameters 

among which the magnitude of possible dispersal per species and which species groups are included. For 

aquatic species there is uncertainty in the amount of discharge change caused by a rise in global 

temperature and the response of fish species to this change in discharge. Additionally it is not likely that 

the response of fish is representative of all aquatic species, therefore the level of robustness is considered 

low (see also section 2.4.2).  

Table 2.1. Health effects considered, related assumptions and burden of disease type (from De Schryver et al. 2009). 

Causes     of    health 
effects 

Assumptions Burden of disease 

Malnutrition Models  of  grain  cereals  and  soybean  to  estimate  the  effects  of  
change  in temperature, rainfall and CO2 on future crop yields were 
used. 

Nutritional deficiencies 

Diarrhoea Effects of increasing temperature on the incidence of all-cause 
diarrhoea were addressed, while effects of rainfall were excluded. 

Diarrhoeal diseases 

Heat stress Temperature attributable deaths were calculated. The burden of 
disease of all cardiovascular diseases were used. 

All cardiovascular diseases 

Natural disasters The increased incidence of coastal and inland flooding were assessed. Drowning 
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2.4.  Value choices 
2.4.1.  Time horizon  

A prominent value choice in the modelling of the climate change is the time horizon. GHGs have widely 

different atmospheric lifetimes, making it important to properly state the time horizon over which impacts 

are considered. We calculated CFs for 100 years and for 1000 years, thus the user can choose between 

using the more robust 100 year time horizon or the less robust and more uncertain, but more complete 

1000 year time horizon. 

 

2.4.2. Level of robustness 

Other relevant value choices that are considered are: 

- whether or not there is a strong potential for adaptation, 

- whether future socio-economic developments are favourable 

The human health and ecosystem effects were classified according to their level of robustness (Table 2.2). 

For the area of protection human health the expected increase in some diseases is dependent on the 

future socio-economic development. For some diseases, a positive socio-economic development thus 

prevents an increase in case occurrences. For others diseases like diarrhea and malaria, as well as for 

coastal flooding, an increase will occur even if the future socio-economic developments are positive. All 

these effects on human health are therefore considered to be health effects with a high level of 

robustness. In contrast, other effects may or may not occur and are therefore considered to have a low 

level of robustness. All effects on freshwater ecosystems were considered to have a low level of 

robustness because the CF was based on fish species only. It is uncertain whether these fish species are 

representative of the total freshwater ecosystem. 

Table 2.2: Included effects in four sets of the CFs per area of protection. Note that for human health there are four different 

sets, while for terrestrial and freshwater ecosystems there are two sets each (no difference between certain and all effects or 

no difference with time horizon). 

Area of protection Certain effects, 
100 yrs 

Certain 
effects, 
1000 yrs 

All effects, 100 yrs All effects, 1000 
yrs 

Source 

Human Health Diarrhea 

Malaria 

Coastal flooding 

Diarrhea 

Malaria 

Coastal 
flooding 

Cardiovascular 
disease 

Malnutrition 

Inland flooding 

Diarrhea 

Malaria 

Coastal flooding 

Cardiovascular 
disease 

Malnutrition 

Inland flooding 

Diarrhea 

Malaria 

Coastal flooding 

De Schryver et al. 
(2011) 

Terrestrial 
Ecosystems 

All species 
included 

All species 
included 

All species included All species included Urban (2015) 

Freshwater 
Ecosystems 

None None Fish as 
representative of 
the entire 

Fish as 
representative of 
the entire 

Hanafiah et al. (2011)  
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freshwater 
ecosystem, 

Based on global river 
basins below 42° 

freshwater 
ecosystem, 

Based on global 
river basins below 
42° 

 

2.4.3. Characterization factors 
Table 2.3: Characterization factors for human health (HH). Substances with characterization factors of zero are very short-lived 

substances and are only relevant if the effects are studied over time periods shorter than a few years.  Thus, over 100 years, 

their impacts disappear. 

 Human health [DALY/kg] 

Substance 
Certain effects, 
100 yrs 

All effects, 100 
yrs 

Certain effects, 
infinite 

All effects, 
infinite 

Carbon dioxide 4.28E-07 1.41E-06 3.81E-06 1.25E-05 

Methane 1.20E-05 3.94E-05 1.82E-05 5.96E-05 

Fossil methane 1.28E-05 4.22E-05 1.87E-05 6.13E-05 

Nitrous oxide 1.13E-04 3.72E-04 3.00E-04 9.86E-04 

Chlorofluorocarbons      

CFC-11 1.99E-03 6.55E-03 3.34E-03 1.10E-02 

CFC-12 4.36E-03 1.43E-02 1.03E-02 3.39E-02 

CFC-13 5.95E-03 1.95E-02 4.83E-02 1.59E-01 

CFC-113 2.49E-03 8.18E-03 5.37E-03 1.76E-02 

CFC-114 3.68E-03 1.21E-02 1.33E-02 4.37E-02 

CFC-115 3.28E-03 1.08E-02 3.27E-02 1.07E-01 

Hydrochlorofluorocarbons      

HCFC-21 6.33E-05 2.08E-04 9.39E-05 3.08E-04 

HCFC-22 7.53E-04 2.47E-03 1.13E-03 3.70E-03 

HCFC-122 2.52E-05 8.29E-05 3.78E-05 1.24E-04 

HCFC-122a 1.10E-04 3.63E-04 1.65E-04 5.41E-04 

HCFC-123 3.38E-05 1.11E-04 5.06E-05 1.66E-04 

HCFC-123a 1.58E-04 5.20E-04 2.36E-04 7.75E-04 

HCFC-124 2.25E-04 7.41E-04 3.36E-04 1.10E-03 

HCFC-132c 1.45E-04 4.75E-04 2.16E-04 7.08E-04 

HCFC-141b 3.35E-04 1.10E-03 4.99E-04 1.64E-03 

HCFC-142b 8.47E-04 2.78E-03 1.27E-03 4.16E-03 

HCFC-225ca 5.43E-05 1.78E-04 8.14E-05 2.67E-04 

HCFC-225cb 2.25E-04 7.38E-04 3.35E-04 1.10E-03 

(E)-1-Chloro-3,3,3-trifluoroprop-1-ene 4.28E-07 1.41E-06 9.53E-07 3.13E-06 

Hydrofluorocarbons      

HFC-23 5.31E-03 1.74E-02 2.16E-02 7.09E-02 

HFC-32 2.90E-04 9.51E-04 4.32E-04 1.42E-03 

HFC-41 4.96E-05 1.63E-04 7.44E-05 2.44E-04 

HFC-125 1.36E-03 4.46E-03 2.08E-03 6.84E-03 

HFC-134 4.79E-04 1.57E-03 7.10E-04 2.33E-03 

HFC-134a 5.56E-04 1.83E-03 8.29E-04 2.72E-03 

HFC-143 1.40E-04 4.61E-04 2.09E-04 6.88E-04 

HFC-143a 2.05E-03 6.75E-03 3.48E-03 1.14E-02 

HFC-152 6.85E-06 2.25E-05 1.05E-05 3.45E-05 

HFC-152a 5.90E-05 1.94E-04 8.76E-05 2.88E-04 

HFC-161 1.71E-06 5.62E-06 2.32E-06 7.61E-06 

HFC-227ca 1.13E-03 3.71E-03 1.74E-03 5.70E-03 

HFC-227ea 1.43E-03 4.71E-03 2.31E-03 7.60E-03 

HFC-236cb 5.18E-04 1.70E-03 7.71E-04 2.53E-03 

HFC-236ea 5.69E-04 1.87E-03 8.52E-04 2.80E-03 

HFC-236fa 3.45E-03 1.13E-02 1.49E-02 4.90E-02 

HFC-245ca 3.06E-04 1.01E-03 4.56E-04 1.50E-03 

HFC-245cb 1.98E-03 6.49E-03 3.35E-03 1.10E-02 

HFC-245ea 1.01E-04 3.30E-04 1.50E-04 4.93E-04 
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HFC-245eb 1.24E-04 4.08E-04 1.85E-04 6.08E-04 

HFC-245fa 3.67E-04 1.21E-03 5.48E-04 1.80E-03 

HFC-263fb 3.25E-05 1.07E-04 4.82E-05 1.58E-04 

HFC-272ca 6.16E-05 2.02E-04 9.18E-05 3.02E-04 

HFC-329p 1.01E-03 3.32E-03 1.55E-03 5.09E-03 

HFC-365mfc 3.44E-04 1.13E-03 5.13E-04 1.69E-03 

HFC-43-10mee 7.06E-04 2.32E-03 1.05E-03 3.46E-03 

HFC-1132a 0.00E+00 0.00E+00 0.00E+00 0.00E+00 

HFC-1141 0.00E+00 0.00E+00 0.00E+00 0.00E+00 

(Z)-HFC-1225ye 0.00E+00 0.00E+00 0.00E+00 0.00E+00 

(E)-HFC-1225ye 0.00E+00 0.00E+00 0.00E+00 0.00E+00 

(Z)-HFC-1234ze 0.00E+00 0.00E+00 0.00E+00 0.00E+00 

HFC-1234yf 0.00E+00 0.00E+00 0.00E+00 0.00E+00 

(E)-HFC-1234ze 4.28E-07 1.41E-06 6.08E-07 2.00E-06 

(Z)-HFC-1336 8.56E-07 2.81E-06 1.07E-06 3.52E-06 

HFC-1243zf 0.00E+00 0.00E+00 0.00E+00 0.00E+00 

HFC-1345zfc 0.00E+00 0.00E+00 0.00E+00 0.00E+00 

3,3,4,4,5,5,6,6,6-Nonafluorohex-1-ene 0.00E+00 0.00E+00 0.00E+00 0.00E+00 

3,3,4,4,5,5,6,6,7,7,8,8,8-Tridecafluorooct-1-ene 0.00E+00 0.00E+00 0.00E+00 0.00E+00 

3,3,4,4,5,5,6,6,7,7,8,8,9,9,10,10,10-Heptadecafluorodec-1-ene 0.00E+00 0.00E+00 0.00E+00 0.00E+00 

Chlorocarbons and hydrochlorocarbons      

Methyl chloroform 6.85E-05 2.25E-04 1.02E-04 3.35E-04 

Carbon tetrachloride 7.40E-04 2.43E-03 1.13E-03 3.70E-03 

Methyl chloride 5.13E-06 1.69E-05 7.79E-06 2.56E-05 

Methylene chloride 3.85E-06 1.26E-05 5.69E-06 1.87E-05 

Chloroform 6.85E-06 2.25E-05 1.04E-05 3.43E-05 

1,2-Dichloroethane 4.28E-07 1.41E-06 5.73E-07 1.88E-06 

Bromocarbons, hyrdobromocarbons and Halons      

Methyl bromide 8.56E-07 2.81E-06 1.50E-06 4.93E-06 

Methylene bromide 4.28E-07 1.41E-06 6.47E-07 2.13E-06 

Halon-1201 1.61E-04 5.28E-04 2.40E-04 7.87E-04 

Halon-1202 9.88E-05 3.25E-04 1.48E-04 4.84E-04 

Halon-1211 7.49E-04 2.46E-03 1.12E-03 3.67E-03 

Halon-1301 2.69E-03 8.84E-03 5.11E-03 1.68E-02 

Halon-2301 7.40E-05 2.43E-04 1.11E-04 3.64E-04 

Halon-2311/Halothane 1.75E-05 5.76E-05 2.62E-05 8.61E-05 

Halon-2401 7.87E-05 2.59E-04 1.17E-04 3.84E-04 

Halon-2402 6.29E-04 2.07E-03 9.45E-04 3.10E-03 

Fully Fluorinated Species      

Nitrogen trifluoride 6.89E-03 2.26E-02 4.88E-02 1.60E-01 

Sulphur hexafluoride 1.01E-02 3.30E-02 1.31E-01 4.30E-01 

(Trifluoromethyl)sulfur pentafluoride 7.45E-03 2.45E-02 6.75E-02 2.22E-01 

Sulfuryl fluoride 1.75E-03 5.75E-03 2.79E-03 9.16E-03 

PFC-14 2.84E-03 9.32E-03 4.20E-02 1.38E-01 

PFC-116 4.75E-03 1.56E-02 6.79E-02 2.23E-01 

PFC-c216 3.94E-03 1.29E-02 5.07E-02 1.67E-01 

PFC-218 3.81E-03 1.25E-02 4.81E-02 1.58E-01 

PFC-318 4.08E-03 1.34E-02 5.30E-02 1.74E-01 

PFC-31-10 3.94E-03 1.29E-02 4.96E-02 1.63E-01 

Perfluorocyclopentene 8.56E-07 2.81E-06 1.19E-06 3.91E-06 

PFC-41-12 3.66E-03 1.20E-02 4.89E-02 1.61E-01 

PFC-51-14 3.38E-03 1.11E-02 4.38E-02 1.44E-01 

PFC-61-16 3.35E-03 1.10E-02 4.31E-02 1.41E-01 

PFC-71-18 3.26E-03 1.07E-02 4.21E-02 1.38E-01 

PFC-91-18 3.08E-03 1.01E-02 3.69E-02 1.21E-01 

Perfluorodecalin(cis) 3.10E-03 1.02E-02 3.72E-02 1.22E-01 

Perfluorodecalin(trans) 2.69E-03 8.84E-03 3.24E-02 1.06E-01 

PFC-1114 0.00E+00 0.00E+00 0.00E+00 0.00E+00 

PFC-1216 0.00E+00 0.00E+00 0.00E+00 0.00E+00 

Perfluorobuta-1,3-diene 0.00E+00 0.00E+00 0.00E+00 0.00E+00 

Perfluorobut-1-ene 0.00E+00 0.00E+00 0.00E+00 0.00E+00 

Perfluorobut-2-ene 8.56E-07 2.81E-06 1.13E-06 3.70E-06 

Halogenated alcohols and ethers      
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HFE-125 5.31E-03 1.74E-02 1.39E-02 4.58E-02 

HFE-134 (HG-00) 2.38E-03 7.81E-03 3.61E-03 1.18E-02 

HFE-143a 2.24E-04 7.35E-04 3.34E-04 1.10E-03 

HFE-227ea 2.76E-03 9.06E-03 4.81E-03 1.58E-02 

HCFE-235ca2(enflurane) 2.49E-04 8.19E-04 3.72E-04 1.22E-03 

HCFE-235da2(isoflurane) 2.10E-04 6.90E-04 3.13E-04 1.03E-03 

HFE-236ca 1.81E-03 5.96E-03 2.73E-03 8.95E-03 

HFE-236ea2(desflurane) 7.66E-04 2.52E-03 1.14E-03 3.76E-03 

HFE-236fa 4.19E-04 1.38E-03 6.24E-04 2.05E-03 

HFE-245cb2 2.80E-04 9.19E-04 4.17E-04 1.37E-03 

HFE-245fa1 3.54E-04 1.16E-03 5.28E-04 1.73E-03 

HFE-245fa2 3.47E-04 1.14E-03 5.18E-04 1.70E-03 

2,2,3,3,3-Pentafluoropropan-1-ol 8.13E-06 2.67E-05 1.20E-05 3.93E-05 

HFE-254cb1 1.29E-04 4.23E-04 1.92E-04 6.31E-04 

HFE-263fb2 4.28E-07 1.41E-06 8.48E-07 2.79E-06 

HFE-263m1 1.24E-05 4.08E-05 1.88E-05 6.17E-05 

3,3,3-Trifluoropropan-1-ol 0.00E+00 0.00E+00 0.00E+00 0.00E+00 

HFE-329mcc2 1.31E-03 4.31E-03 1.98E-03 6.51E-03 

HFE-338mmz1 1.12E-03 3.68E-03 1.68E-03 5.53E-03 

HFE-338mcf2 3.97E-04 1.31E-03 5.93E-04 1.95E-03 

Sevoflurane (HFE-347mmz1) 9.24E-05 3.04E-04 1.38E-04 4.52E-04 

HFE-347mcc3 (HFE-7000) 2.27E-04 7.45E-04 3.38E-04 1.11E-03 

HFE-347mcf2 3.65E-04 1.20E-03 5.44E-04 1.79E-03 

HFE-347pcf2 3.80E-04 1.25E-03 5.67E-04 1.86E-03 

HFE-347mmy1 1.55E-04 5.10E-04 2.32E-04 7.61E-04 

HFE-356mec3 1.66E-04 5.44E-04 2.47E-04 8.11E-04 

HFE-356mff2 7.27E-06 2.39E-05 1.07E-05 3.52E-05 

HFE-356pcf2 3.08E-04 1.01E-03 4.59E-04 1.51E-03 

HFE-356pcf3 1.91E-04 6.27E-04 2.85E-04 9.35E-04 

HFE-356pcc3 1.77E-04 5.80E-04 2.64E-04 8.66E-04 

HFE-356mmz1 5.99E-06 1.97E-05 8.69E-06 2.86E-05 

HFE-365mcf3 4.28E-07 1.41E-06 5.92E-07 1.94E-06 

HFE-365mcf2 2.48E-05 8.15E-05 3.72E-05 1.22E-04 

HFE-374pc2 2.68E-04 8.81E-04 4.00E-04 1.31E-03 

4,4,4-Trifluorobutan-1-ol 0.00E+00 0.00E+00 0.00E+00 0.00E+00 

2,2,3,3,4,4,5,5-Octafluorocyclopentanol 5.56E-06 1.83E-05 8.21E-06 2.70E-05 

HFE-43-10pccc124(H-Galden 1040x,HG-11) 1.21E-03 3.96E-03 1.80E-03 5.90E-03 

HFE-449s1 (HFE-7100) 1.80E-04 5.92E-04 2.68E-04 8.81E-04 

n-HFE-7100 2.08E-04 6.83E-04 3.10E-04 1.02E-03 

i-HFE-7100 1.74E-04 5.72E-04 2.59E-04 8.52E-04 

HFE-569sf2 (HFE-7200) 2.44E-05 8.01E-05 3.62E-05 1.19E-04 

n-HFE-7200 2.78E-05 9.14E-05 4.12E-05 1.35E-04 

i-HFE-7200 1.88E-05 6.18E-05 2.82E-05 9.27E-05 

HFE-236ca12 (HG-10) 2.29E-03 7.52E-03 3.48E-03 1.14E-02 

HFE-338pcc13 (HG-01) 1.25E-03 4.09E-03 1.86E-03 6.09E-03 

1,1,1,3,3,3-Hexafluoropropan-2-ol 7.79E-05 2.56E-04 1.16E-04 3.81E-04 

HG-02 1.17E-03 3.84E-03 1.74E-03 5.71E-03 

HG-03 1.22E-03 4.01E-03 1.82E-03 5.98E-03 

HG-20 2.27E-03 7.45E-03 3.45E-03 1.13E-02 

HG-21 1.66E-03 5.47E-03 2.48E-03 8.16E-03 

HG-30 3.14E-03 1.03E-02 4.76E-03 1.56E-02 

1-Ethoxy-1,1,2,2,3,3,3-heptafluoropropane 2.61E-05 8.57E-05 3.87E-05 1.27E-04 

Fluoroxene 0.00E+00 0.00E+00 0.00E+00 0.00E+00 

1,1,2,2-Tetrafluoro-1-(fluoromethoxy)ethane 3.73E-04 1.22E-03 5.56E-04 1.83E-03 

2-Ethoxy-3,3,4,4,5-pentafluorotetrahydro-2,5-bis[1,2,2,2-
tetrafluoro-1-(trifluoromethyl)ethyl]-furan 2.40E-05 7.87E-05 3.54E-05 1.16E-04 

Fluoro(methoxy)methane 5.56E-06 1.83E-05 8.00E-06 2.63E-05 

Difluoro(methoxy)methane 6.16E-05 2.02E-04 9.18E-05 3.02E-04 

Fluoro(fluoromethoxy)methane 5.56E-05 1.83E-04 8.34E-05 2.74E-04 

Difluoro(fluoromethoxy)methane 2.64E-04 8.67E-04 3.94E-04 1.29E-03 

Trifluoro(fluoromethoxy)methane 3.21E-04 1.06E-03 4.79E-04 1.57E-03 

HG'-01 9.50E-05 3.12E-04 1.41E-04 4.64E-04 

HG'-02 1.01E-04 3.32E-04 1.50E-04 4.93E-04 
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HG'-03 9.46E-05 3.11E-04 1.41E-04 4.64E-04 

HFE-329me3 1.95E-03 6.39E-03 3.16E-03 1.04E-02 

3,3,4,4,5,5,6,6,7,7,7-Undecafluoroheptan-1-ol 0.00E+00 0.00E+00 0.00E+00 0.00E+00 

3,3,4,4,5,5,6,6,7,7,8,8,9,9,9-Pentadecafluorononan-1-ol 0.00E+00 0.00E+00 0.00E+00 0.00E+00 

3,3,4,4,5,5,6,6,7,7,8,8,9,9,10,10,11,11,11-
Nonadecafluoroundecan-1-ol 0.00E+00 0.00E+00 0.00E+00 0.00E+00 

2-Chloro-1,1,2-trifluoro-1-methoxyethane 5.22E-05 1.71E-04 7.79E-05 2.56E-04 

PFPMIE(perfluoropolymethylisopropyl ether) 4.15E-03 1.36E-02 3.76E-02 1.23E-01 

HFE-216 0.00E+00 0.00E+00 0.00E+00 0.00E+00 

Trifluoromethylformate 2.52E-04 8.26E-04 3.75E-04 1.23E-03 

Perfluoroethylformate 2.48E-04 8.15E-04 3.70E-04 1.21E-03 

Perfluoropropylformate 1.61E-04 5.28E-04 2.40E-04 7.88E-04 

Perfluorobutylformate 1.68E-04 5.51E-04 2.50E-04 8.21E-04 

2,2,2-Trifluoroethylformate 1.41E-05 4.64E-05 2.13E-05 7.01E-05 

3,3,3-Trifluoropropylformate 7.27E-06 2.39E-05 1.11E-05 3.65E-05 

1,2,2,2-Tetrafluoroethylformate 2.01E-04 6.61E-04 3.00E-04 9.84E-04 

1,1,1,3,3,3-Hexafluoropropan-2-ylformate 1.42E-04 4.68E-04 2.12E-04 6.97E-04 

Perfluorobutylacetate 8.56E-07 2.81E-06 1.06E-06 3.47E-06 

Perfluoropropylacetate 8.56E-07 2.81E-06 1.11E-06 3.63E-06 

Perfluoroethylacetate 8.56E-07 2.81E-06 1.31E-06 4.32E-06 

Trifluoromethylacetate 8.56E-07 2.81E-06 1.32E-06 4.34E-06 

Methylcarbonofluoridate 4.06E-05 1.34E-04 6.08E-05 2.00E-04 

1,1-Difluoroethylcarbonofluoridate 1.16E-05 3.79E-05 1.71E-05 5.62E-05 

1,1-Difluoroethyl2,2,2-trifluoroacetate 1.33E-05 4.36E-05 1.97E-05 6.46E-05 

Ethyl 2,2,2-trifluoroacetate 4.28E-07 1.41E-06 8.76E-07 2.88E-06 

2,2,2-Trifluoroethyl2,2,2-trifluoroacetate 3.00E-06 9.84E-06 4.36E-06 1.43E-05 

Methyl 2,2,2-trifluoroacetate 2.22E-05 7.31E-05 3.34E-05 1.10E-04 

Methyl 2,2-difluoroacetate 1.28E-06 4.22E-06 2.09E-06 6.85E-06 

Difluoromethyl 2,2,2-trifluoroacetate 1.16E-05 3.79E-05 1.72E-05 5.66E-05 

2,2,3,3,4,4,4-Heptafluorobutan-1-ol 1.45E-05 4.78E-05 2.16E-05 7.08E-05 

1,1,2-Trifluoro-2-(trifluoromethoxy)-ethane 5.31E-04 1.74E-03 7.92E-04 2.60E-03 

1-Ethoxy-1,1,2,3,3,3-hexafluoropropane 9.84E-06 3.23E-05 1.49E-05 4.89E-05 

1,1,1,2,2,3,3-Heptafluoro-3-(1,2,2,2-tetrafluoroethoxy)-propane 2.78E-03 9.12E-03 5.34E-03 1.75E-02 

2,2,3,3-Tetrafluoro-1-propanol 5.56E-06 1.83E-05 8.28E-06 2.72E-05 

2,2,3,4,4,4-Hexafluoro-1-butanol 7.27E-06 2.39E-05 1.08E-05 3.56E-05 

2,2,3,3,4,4,4-Heptafluoro-1-butanol 6.85E-06 2.25E-05 1.04E-05 3.40E-05 

1,1,2,2-Tetrafluoro-3-methoxy-propane 4.28E-07 1.41E-06 4.28E-07 1.41E-06 

perfluoro-2-methyl-3-pentanone 0.00E+00 0.00E+00 0.00E+00 0.00E+00 

3,3,3-Trifluoropropanal 0.00E+00 0.00E+00 0.00E+00 0.00E+00 

2-Fluoroethanol 4.28E-07 1.41E-06 5.61E-07 1.84E-06 

2,2-Difluoroethanol 1.28E-06 4.22E-06 1.93E-06 6.35E-06 

2,2,2-Trifluoroethanol 8.56E-06 2.81E-05 1.27E-05 4.18E-05 

1,1'-Oxybis[2-(difluoromethoxy)-1,1,2,2-tetrafluoroethane 2.11E-03 6.91E-03 3.20E-03 1.05E-02 

1,1,3,3,4,4,6,6,7,7,9,9,10,10,12,12-hexadecafluoro-2,5,8,11-
Tetraoxadodecane 1.92E-03 6.31E-03 2.93E-03 9.62E-03 

1,1,3,3,4,4,6,6,7,7,9,9,10,10,12,12,13,13,15,15-eicosafluoro-
2,5,8,11,14-Pentaoxapentadecane 1.55E-03 5.10E-03 2.37E-03 7.78E-03 
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Table 2.4: Characterization factors for terrestrial ecosystems (TE) and freshwater ecosystems (FE). Substances with 

characterization factors of zero are very short-lived substances and are only relevant if the effects are studied over time periods 

shorter than a few years.  Thus, over 100 years, their impacts disappear. 

 

 Terrestrial ecosystems [PDF*y/kg] Aquatic ecosystems [PDF*y/kg] 

Substance 

Certain 
effects, 
100 yrs 

All 
effects, 
100 yrs 

Certain 
effects, 
infinite 

All 
effects, 
infinite 

Certain 
effects, 
100 yrs 

All 
effects, 
100 yrs 

Certain 
effects, 
infinite 

All effects, 
infinite 

Carbon dioxide 1.76E-15 1.76E-15 1.57E-14 1.57E-14 0 5.47E-16 0 4.87E-15 

Methane 4.93E-14 4.93E-14 7.47E-14 7.47E-14 0 1.53E-14 0 2.32E-14 

Fossil methane 5.28E-14 5.28E-14 7.67E-14 7.67E-14 0 1.64E-14 0 2.39E-14 

Nitrous oxide 4.66E-13 4.66E-13 1.24E-12 1.24E-12 0 1.45E-13 0 3.84E-13 

Chlorofluorocarbons          
CFC-11 8.20E-12 8.20E-12 1.37E-11 1.37E-11 0 2.55E-12 0 4.26E-12 

CFC-12 1.80E-11 1.80E-11 4.25E-11 4.25E-11 0 5.58E-12 0 1.32E-11 

CFC-13 2.45E-11 2.45E-11 1.99E-10 1.99E-10 0 7.60E-12 0 6.18E-11 

CFC-113 1.02E-11 1.02E-11 2.21E-11 2.21E-11 0 3.18E-12 0 6.87E-12 

CFC-114 1.51E-11 1.51E-11 5.47E-11 5.47E-11 0 4.70E-12 0 1.70E-11 

CFC-115 1.35E-11 1.35E-11 1.34E-10 1.34E-10 0 4.20E-12 0 4.18E-11 

Hydrochlorofluorocarbons          
HCFC-21 2.60E-13 2.60E-13 3.86E-13 3.86E-13 0 8.10E-14 0 1.20E-13 

HCFC-22 3.10E-12 3.10E-12 4.64E-12 4.64E-12 0 9.63E-13 0 1.44E-12 

HCFC-122 1.04E-13 1.04E-13 1.55E-13 1.55E-13 0 3.23E-14 0 4.83E-14 

HCFC-122a 4.54E-13 4.54E-13 6.77E-13 6.77E-13 0 1.41E-13 0 2.11E-13 

HCFC-123 1.39E-13 1.39E-13 2.08E-13 2.08E-13 0 4.32E-14 0 6.47E-14 

HCFC-123a 6.51E-13 6.51E-13 9.70E-13 9.70E-13 0 2.02E-13 0 3.01E-13 

HCFC-124 9.27E-13 9.27E-13 1.38E-12 1.38E-12 0 2.88E-13 0 4.30E-13 

HCFC-132c 5.95E-13 5.95E-13 8.87E-13 8.87E-13 0 1.85E-13 0 2.76E-13 

HCFC-141b 1.38E-12 1.38E-12 2.05E-12 2.05E-12 0 4.28E-13 0 6.38E-13 

HCFC-142b 3.48E-12 3.48E-12 5.21E-12 5.21E-12 0 1.08E-12 0 1.62E-12 

HCFC-225ca 2.23E-13 2.23E-13 3.35E-13 3.35E-13 0 6.95E-14 0 1.04E-13 

HCFC-225cb 9.24E-13 9.24E-13 1.38E-12 1.38E-12 0 2.87E-13 0 4.28E-13 

(E)-1-Chloro-3,3,3-trifluoroprop-1-ene 1.76E-15 1.76E-15 3.92E-15 3.92E-15 0 5.47E-16 0 1.22E-15 

Hydrofluorocarbons          
HFC-23 2.18E-11 2.18E-11 8.88E-11 8.88E-11 0 6.78E-12 0 2.76E-11 

HFC-32 1.19E-12 1.19E-12 1.78E-12 1.78E-12 0 3.70E-13 0 5.52E-13 

HFC-41 2.04E-13 2.04E-13 3.06E-13 3.06E-13 0 6.34E-14 0 9.52E-14 

HFC-125 5.58E-12 5.58E-12 8.56E-12 8.56E-12 0 1.73E-12 0 2.66E-12 

HFC-134 1.97E-12 1.97E-12 2.92E-12 2.92E-12 0 6.13E-13 0 9.08E-13 

HFC-134a 2.29E-12 2.29E-12 3.41E-12 3.41E-12 0 7.11E-13 0 1.06E-12 

HFC-143 5.77E-13 5.77E-13 8.61E-13 8.61E-13 0 1.79E-13 0 2.68E-13 

HFC-143a 8.45E-12 8.45E-12 1.43E-11 1.43E-11 0 2.63E-12 0 4.45E-12 

HFC-152 2.82E-14 2.82E-14 4.32E-14 4.32E-14 0 8.75E-15 0 1.34E-14 

HFC-152a 2.43E-13 2.43E-13 3.60E-13 3.60E-13 0 7.55E-14 0 1.12E-13 

HFC-161 7.04E-15 7.04E-15 9.52E-15 9.52E-15 0 2.19E-15 0 2.96E-15 

HFC-227ca 4.65E-12 4.65E-12 7.14E-12 7.14E-12 0 1.44E-12 0 2.22E-12 

HFC-227ea 5.90E-12 5.90E-12 9.52E-12 9.52E-12 0 1.83E-12 0 2.96E-12 

HFC-236cb 2.13E-12 2.13E-12 3.17E-12 3.17E-12 0 6.62E-13 0 9.86E-13 

HFC-236ea 2.34E-12 2.34E-12 3.50E-12 3.50E-12 0 7.27E-13 0 1.09E-12 

HFC-236fa 1.42E-11 1.42E-11 6.14E-11 6.14E-11 0 4.41E-12 0 1.91E-11 

HFC-245ca 1.26E-12 1.26E-12 1.88E-12 1.88E-12 0 3.92E-13 0 5.83E-13 

HFC-245cb 8.13E-12 8.13E-12 1.38E-11 1.38E-11 0 2.53E-12 0 4.29E-12 

HFC-245ea 4.14E-13 4.14E-13 6.17E-13 6.17E-13 0 1.29E-13 0 1.92E-13 

HFC-245eb 5.10E-13 5.10E-13 7.61E-13 7.61E-13 0 1.59E-13 0 2.37E-13 

HFC-245fa 1.51E-12 1.51E-12 2.25E-12 2.25E-12 0 4.69E-13 0 7.00E-13 

HFC-263fb 1.34E-13 1.34E-13 1.98E-13 1.98E-13 0 4.16E-14 0 6.16E-14 

HFC-272ca 2.53E-13 2.53E-13 3.78E-13 3.78E-13 0 7.88E-14 0 1.17E-13 

HFC-329p 4.15E-12 4.15E-12 6.38E-12 6.38E-12 0 1.29E-12 0 1.98E-12 

HFC-365mfc 1.41E-12 1.41E-12 2.11E-12 2.11E-12 0 4.40E-13 0 6.56E-13 

HFC-43-10mee 2.90E-12 2.90E-12 4.34E-12 4.34E-12 0 9.03E-13 0 1.35E-12 

HFC-1132a 0.00E+00 
0.00E+0

0 0.00E+00 
0.00E+0

0 0 
0.00E+0

0 0 0.00E+00 
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HFC-1141 0.00E+00 
0.00E+0

0 0.00E+00 
0.00E+0

0 0 
0.00E+0

0 0 0.00E+00 

(Z)-HFC-1225ye 0.00E+00 
0.00E+0

0 0.00E+00 
0.00E+0

0 0 
0.00E+0

0 0 0.00E+00 

(E)-HFC-1225ye 0.00E+00 
0.00E+0

0 0.00E+00 
0.00E+0

0 0 
0.00E+0

0 0 0.00E+00 

(Z)-HFC-1234ze 0.00E+00 
0.00E+0

0 0.00E+00 
0.00E+0

0 0 
0.00E+0

0 0 0.00E+00 

HFC-1234yf 0.00E+00 
0.00E+0

0 0.00E+00 
0.00E+0

0 0 
0.00E+0

0 0 0.00E+00 

(E)-HFC-1234ze 1.76E-15 1.76E-15 2.50E-15 2.50E-15 0 5.47E-16 0 7.77E-16 

(Z)-HFC-1336 3.52E-15 3.52E-15 4.40E-15 4.40E-15 0 1.09E-15 0 1.37E-15 

HFC-1243zf 0.00E+00 
0.00E+0

0 0.00E+00 
0.00E+0

0 0 
0.00E+0

0 0 0.00E+00 

HFC-1345zfc 0.00E+00 
0.00E+0

0 0.00E+00 
0.00E+0

0 0 
0.00E+0

0 0 0.00E+00 

3,3,4,4,5,5,6,6,6-Nonafluorohex-1-ene 0.00E+00 
0.00E+0

0 0.00E+00 
0.00E+0

0 0 
0.00E+0

0 0 0.00E+00 

3,3,4,4,5,5,6,6,7,7,8,8,8-Tridecafluorooct-1-
ene 0.00E+00 

0.00E+0
0 0.00E+00 

0.00E+0
0 0 

0.00E+0
0 0 0.00E+00 

3,3,4,4,5,5,6,6,7,7,8,8,9,9,10,10,10-
Heptadecafluorodec-1-ene 0.00E+00 

0.00E+0
0 0.00E+00 

0.00E+0
0 0 

0.00E+0
0 0 0.00E+00 

Chlorocarbons and hydrochlorocarbons          
Methyl chloroform 2.82E-13 2.82E-13 4.20E-13 4.20E-13 0 8.75E-14 0 1.31E-13 

Carbon tetrachloride 3.04E-12 3.04E-12 4.64E-12 4.64E-12 0 9.46E-13 0 1.44E-12 

Methyl chloride 2.11E-14 2.11E-14 3.20E-14 3.20E-14 0 6.56E-15 0 9.96E-15 

Methylene chloride 1.58E-14 1.58E-14 2.34E-14 2.34E-14 0 4.92E-15 0 7.27E-15 

Chloroform 2.82E-14 2.82E-14 4.29E-14 4.29E-14 0 8.75E-15 0 1.33E-14 

1,2-Dichloroethane 1.76E-15 1.76E-15 2.36E-15 2.36E-15 0 5.47E-16 0 7.33E-16 

Bromocarbons, hyrdobromocarbons and 
Halons          
Methyl bromide 3.52E-15 3.52E-15 6.18E-15 6.18E-15 0 1.09E-15 0 1.92E-15 

Methylene bromide 1.76E-15 1.76E-15 2.66E-15 2.66E-15 0 5.47E-16 0 8.28E-16 

Halon-1201 6.62E-13 6.62E-13 9.86E-13 9.86E-13 0 2.06E-13 0 3.06E-13 

Halon-1202 4.07E-13 4.07E-13 6.07E-13 6.07E-13 0 1.26E-13 0 1.89E-13 

Halon-1211 3.08E-12 3.08E-12 4.60E-12 4.60E-12 0 9.57E-13 0 1.43E-12 

Halon-1301 1.11E-11 1.11E-11 2.10E-11 2.10E-11 0 3.44E-12 0 6.54E-12 

Halon-2301 3.04E-13 3.04E-13 4.55E-13 4.55E-13 0 9.46E-14 0 1.42E-13 

Halon-2311/Halothane 7.22E-14 7.22E-14 1.08E-13 1.08E-13 0 2.24E-14 0 3.35E-14 

Halon-2401 3.24E-13 3.24E-13 4.81E-13 4.81E-13 0 1.01E-13 0 1.49E-13 

Halon-2402 2.59E-12 2.59E-12 3.89E-12 3.89E-12 0 8.04E-13 0 1.21E-12 

Fully Fluorinated Species          
Nitrogen trifluoride 2.83E-11 2.83E-11 2.01E-10 2.01E-10 0 8.81E-12 0 6.24E-11 

Sulphur hexafluoride 4.14E-11 4.14E-11 5.39E-10 5.39E-10 0 1.29E-11 0 1.67E-10 

(Trifluoromethyl)sulfur pentafluoride 3.06E-11 3.06E-11 2.78E-10 2.78E-10 0 9.52E-12 0 8.63E-11 

Sulfuryl fluoride 7.20E-12 7.20E-12 1.15E-11 1.15E-11 0 2.24E-12 0 3.57E-12 

PFC-14 1.17E-11 1.17E-11 1.73E-10 1.73E-10 0 3.63E-12 0 5.36E-11 

PFC-116 1.95E-11 1.95E-11 2.79E-10 2.79E-10 0 6.07E-12 0 8.68E-11 

PFC-c216 1.62E-11 1.62E-11 2.09E-10 2.09E-10 0 5.03E-12 0 6.49E-11 

PFC-218 1.57E-11 1.57E-11 1.98E-10 1.98E-10 0 4.87E-12 0 6.14E-11 

PFC-318 1.68E-11 1.68E-11 2.18E-10 2.18E-10 0 5.22E-12 0 6.78E-11 

PFC-31-10 1.62E-11 1.62E-11 2.04E-10 2.04E-10 0 5.03E-12 0 6.34E-11 

Perfluorocyclopentene 3.52E-15 3.52E-15 4.89E-15 4.89E-15 0 1.09E-15 0 1.52E-15 

PFC-41-12 1.50E-11 1.50E-11 2.01E-10 2.01E-10 0 4.68E-12 0 6.25E-11 

PFC-51-14 1.39E-11 1.39E-11 1.80E-10 1.80E-10 0 4.33E-12 0 5.60E-11 

PFC-61-16 1.38E-11 1.38E-11 1.77E-10 1.77E-10 0 4.28E-12 0 5.51E-11 

PFC-71-18 1.34E-11 1.34E-11 1.73E-10 1.73E-10 0 4.17E-12 0 5.38E-11 

PFC-91-18 1.27E-11 1.27E-11 1.52E-10 1.52E-10 0 3.93E-12 0 4.72E-11 

Perfluorodecalin(cis) 1.27E-11 1.27E-11 1.53E-10 1.53E-10 0 3.96E-12 0 4.75E-11 

Perfluorodecalin(trans) 1.11E-11 1.11E-11 1.33E-10 1.33E-10 0 3.44E-12 0 4.14E-11 

PFC-1114 0.00E+00 
0.00E+0

0 0.00E+00 
0.00E+0

0 0 
0.00E+0

0 0 0.00E+00 
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PFC-1216 0.00E+00 
0.00E+0

0 0.00E+00 
0.00E+0

0 0 
0.00E+0

0 0 0.00E+00 

Perfluorobuta-1,3-diene 0.00E+00 
0.00E+0

0 0.00E+00 
0.00E+0

0 0 
0.00E+0

0 0 0.00E+00 

Perfluorobut-1-ene 0.00E+00 
0.00E+0

0 0.00E+00 
0.00E+0

0 0 
0.00E+0

0 0 0.00E+00 

Perfluorobut-2-ene 3.52E-15 3.52E-15 4.63E-15 4.63E-15 0 1.09E-15 0 1.44E-15 

Halogenated alcohols and ethers          
HFE-125 2.18E-11 2.18E-11 5.73E-11 5.73E-11 0 6.78E-12 0 1.78E-11 

HFE-134 (HG-00) 9.78E-12 9.78E-12 1.48E-11 1.48E-11 0 3.04E-12 0 4.61E-12 

HFE-143a 9.20E-13 9.20E-13 1.37E-12 1.37E-12 0 2.86E-13 0 4.26E-13 

HFE-227ea 1.14E-11 1.14E-11 1.98E-11 1.98E-11 0 3.53E-12 0 6.14E-12 

HCFE-235ca2(enflurane) 1.03E-12 1.03E-12 1.53E-12 1.53E-12 0 3.19E-13 0 4.76E-13 

HCFE-235da2(isoflurane) 8.64E-13 8.64E-13 1.29E-12 1.29E-12 0 2.69E-13 0 4.00E-13 

HFE-236ca 7.46E-12 7.46E-12 1.12E-11 1.12E-11 0 2.32E-12 0 3.48E-12 

HFE-236ea2(desflurane) 3.15E-12 3.15E-12 4.70E-12 4.70E-12 0 9.79E-13 0 1.46E-12 

HFE-236fa 1.72E-12 1.72E-12 2.57E-12 2.57E-12 0 5.35E-13 0 7.98E-13 

HFE-245cb2 1.15E-12 1.15E-12 1.72E-12 1.72E-12 0 3.58E-13 0 5.33E-13 

HFE-245fa1 1.46E-12 1.46E-12 2.17E-12 2.17E-12 0 4.53E-13 0 6.75E-13 

HFE-245fa2 1.43E-12 1.43E-12 2.13E-12 2.13E-12 0 4.44E-13 0 6.62E-13 

2,2,3,3,3-Pentafluoropropan-1-ol 3.34E-14 3.34E-14 4.92E-14 4.92E-14 0 1.04E-14 0 1.53E-14 

HFE-254cb1 5.30E-13 5.30E-13 7.90E-13 7.90E-13 0 1.65E-13 0 2.45E-13 

HFE-263fb2 1.76E-15 1.76E-15 3.49E-15 3.49E-15 0 5.47E-16 0 1.08E-15 

HFE-263m1 5.10E-14 5.10E-14 7.72E-14 7.72E-14 0 1.59E-14 0 2.40E-14 

3,3,3-Trifluoropropan-1-ol 0.00E+00 
0.00E+0

0 0.00E+00 
0.00E+0

0 0 
0.00E+0

0 0 0.00E+00 

HFE-329mcc2 5.40E-12 5.40E-12 8.15E-12 8.15E-12 0 1.68E-12 0 2.53E-12 

HFE-338mmz1 4.61E-12 4.61E-12 6.93E-12 6.93E-12 0 1.43E-12 0 2.15E-12 

HFE-338mcf2 1.63E-12 1.63E-12 2.44E-12 2.44E-12 0 5.08E-13 0 7.57E-13 

Sevoflurane (HFE-347mmz1) 3.80E-13 3.80E-13 5.66E-13 5.66E-13 0 1.18E-13 0 1.76E-13 

HFE-347mcc3 (HFE-7000) 9.33E-13 9.33E-13 1.39E-12 1.39E-12 0 2.90E-13 0 4.32E-13 

HFE-347mcf2 1.50E-12 1.50E-12 2.24E-12 2.24E-12 0 4.67E-13 0 6.96E-13 

HFE-347pcf2 1.56E-12 1.56E-12 2.33E-12 2.33E-12 0 4.86E-13 0 7.25E-13 

HFE-347mmy1 6.39E-13 6.39E-13 9.53E-13 9.53E-13 0 1.99E-13 0 2.96E-13 

HFE-356mec3 6.81E-13 6.81E-13 1.02E-12 1.02E-12 0 2.12E-13 0 3.16E-13 

HFE-356mff2 2.99E-14 2.99E-14 4.40E-14 4.40E-14 0 9.30E-15 0 1.37E-14 

HFE-356pcf2 1.27E-12 1.27E-12 1.89E-12 1.89E-12 0 3.93E-13 0 5.86E-13 

HFE-356pcf3 7.85E-13 7.85E-13 1.17E-12 1.17E-12 0 2.44E-13 0 3.64E-13 

HFE-356pcc3 7.27E-13 7.27E-13 1.08E-12 1.08E-12 0 2.26E-13 0 3.37E-13 

HFE-356mmz1 2.46E-14 2.46E-14 3.58E-14 3.58E-14 0 7.66E-15 0 1.11E-14 

HFE-365mcf3 1.76E-15 1.76E-15 2.43E-15 2.43E-15 0 5.47E-16 0 7.57E-16 

HFE-365mcf2 1.02E-13 1.02E-13 1.53E-13 1.53E-13 0 3.17E-14 0 4.76E-14 

HFE-374pc2 1.10E-12 1.10E-12 1.65E-12 1.65E-12 0 3.43E-13 0 5.11E-13 

4,4,4-Trifluorobutan-1-ol 0.00E+00 
0.00E+0

0 0.00E+00 
0.00E+0

0 0 
0.00E+0

0 0 0.00E+00 

2,2,3,3,4,4,5,5-Octafluorocyclopentanol 2.29E-14 2.29E-14 3.37E-14 3.37E-14 0 7.11E-15 0 1.05E-14 

HFE-43-10pccc124(H-Galden 1040x,HG-11) 4.96E-12 4.96E-12 7.39E-12 7.39E-12 0 1.54E-12 0 2.30E-12 

HFE-449s1 (HFE-7100) 7.41E-13 7.41E-13 1.10E-12 1.10E-12 0 2.30E-13 0 3.43E-13 

n-HFE-7100 8.55E-13 8.55E-13 1.27E-12 1.27E-12 0 2.66E-13 0 3.96E-13 

i-HFE-7100 7.16E-13 7.16E-13 1.07E-12 1.07E-12 0 2.23E-13 0 3.32E-13 

HFE-569sf2 (HFE-7200) 1.00E-13 1.00E-13 1.49E-13 1.49E-13 0 3.12E-14 0 4.63E-14 

n-HFE-7200 1.14E-13 1.14E-13 1.69E-13 1.69E-13 0 3.56E-14 0 5.26E-14 

i-HFE-7200 7.74E-14 7.74E-14 1.16E-13 1.16E-13 0 2.41E-14 0 3.61E-14 

HFE-236ca12 (HG-10) 9.42E-12 9.42E-12 1.43E-11 1.43E-11 0 2.93E-12 0 4.44E-12 

HFE-338pcc13 (HG-01) 5.12E-12 5.12E-12 7.63E-12 7.63E-12 0 1.59E-12 0 2.37E-12 

1,1,1,3,3,3-Hexafluoropropan-2-ol 3.20E-13 3.20E-13 4.78E-13 4.78E-13 0 9.95E-14 0 1.48E-13 

HG-02 4.80E-12 4.80E-12 7.15E-12 7.15E-12 0 1.49E-12 0 2.22E-12 

HG-03 5.02E-12 5.02E-12 7.49E-12 7.49E-12 0 1.56E-12 0 2.33E-12 

HG-20 9.33E-12 9.33E-12 1.42E-11 1.42E-11 0 2.90E-12 0 4.40E-12 

HG-21 6.85E-12 6.85E-12 1.02E-11 1.02E-11 0 2.13E-12 0 3.18E-12 

HG-30 1.29E-11 1.29E-11 1.96E-11 1.96E-11 0 4.01E-12 0 6.09E-12 

1-Ethoxy-1,1,2,2,3,3,3-heptafluoropropane 1.07E-13 1.07E-13 1.59E-13 1.59E-13 0 3.34E-14 0 4.94E-14 



 

34 
 

Fluoroxene 0.00E+00 
0.00E+0

0 0.00E+00 
0.00E+0

0 0 
0.00E+0

0 0 0.00E+00 

1,1,2,2-Tetrafluoro-1-(fluoromethoxy)ethane 1.53E-12 1.53E-12 2.29E-12 2.29E-12 0 4.76E-13 0 7.11E-13 

2-Ethoxy-3,3,4,4,5-pentafluorotetrahydro-2,5-
bis[1,2,2,2-tetrafluoro-1-
(trifluoromethyl)ethyl]-furan 9.86E-14 9.86E-14 1.46E-13 1.46E-13 0 3.06E-14 0 4.52E-14 

Fluoro(methoxy)methane 2.29E-14 2.29E-14 3.29E-14 3.29E-14 0 7.11E-15 0 1.02E-14 

Difluoro(methoxy)methane 2.53E-13 2.53E-13 3.78E-13 3.78E-13 0 7.88E-14 0 1.17E-13 

Fluoro(fluoromethoxy)methane 2.29E-13 2.29E-13 3.43E-13 3.43E-13 0 7.11E-14 0 1.07E-13 

Difluoro(fluoromethoxy)methane 1.09E-12 1.09E-12 1.62E-12 1.62E-12 0 3.37E-13 0 5.03E-13 

Trifluoro(fluoromethoxy)methane 1.32E-12 1.32E-12 1.97E-12 1.97E-12 0 4.11E-13 0 6.13E-13 

HG'-01 3.91E-13 3.91E-13 5.81E-13 5.81E-13 0 1.21E-13 0 1.80E-13 

HG'-02 4.15E-13 4.15E-13 6.18E-13 6.18E-13 0 1.29E-13 0 1.92E-13 

HG'-03 3.89E-13 3.89E-13 5.81E-13 5.81E-13 0 1.21E-13 0 1.80E-13 

HFE-329me3 8.01E-12 8.01E-12 1.30E-11 1.30E-11 0 2.49E-12 0 4.04E-12 

3,3,4,4,5,5,6,6,7,7,7-Undecafluoroheptan-1-ol 0.00E+00 
0.00E+0

0 0.00E+00 
0.00E+0

0 0 
0.00E+0

0 0 0.00E+00 

3,3,4,4,5,5,6,6,7,7,8,8,9,9,9-
Pentadecafluorononan-1-ol 0.00E+00 

0.00E+0
0 0.00E+00 

0.00E+0
0 0 

0.00E+0
0 0 0.00E+00 

3,3,4,4,5,5,6,6,7,7,8,8,9,9,10,10,11,11,11-
Nonadecafluoroundecan-1-ol 0.00E+00 

0.00E+0
0 0.00E+00 

0.00E+0
0 0 

0.00E+0
0 0 0.00E+00 

2-Chloro-1,1,2-trifluoro-1-methoxyethane 2.15E-13 2.15E-13 3.20E-13 3.20E-13 0 6.67E-14 0 9.96E-14 

PFPMIE(perfluoropolymethylisopropyl ether) 1.71E-11 1.71E-11 1.55E-10 1.55E-10 0 5.31E-12 0 4.80E-11 

HFE-216 0.00E+00 
0.00E+0

0 0.00E+00 
0.00E+0

0 0 
0.00E+0

0 0 0.00E+00 

Trifluoromethylformate 1.03E-12 1.03E-12 1.54E-12 1.54E-12 0 3.22E-13 0 4.79E-13 

Perfluoroethylformate 1.02E-12 1.02E-12 1.52E-12 1.52E-12 0 3.17E-13 0 4.73E-13 

Perfluoropropylformate 6.62E-13 6.62E-13 9.87E-13 9.87E-13 0 2.06E-13 0 3.07E-13 

Perfluorobutylformate 6.90E-13 6.90E-13 1.03E-12 1.03E-12 0 2.14E-13 0 3.19E-13 

2,2,2-Trifluoroethylformate 5.81E-14 5.81E-14 8.78E-14 8.78E-14 0 1.81E-14 0 2.73E-14 

3,3,3-Trifluoropropylformate 2.99E-14 2.99E-14 4.58E-14 4.58E-14 0 9.30E-15 0 1.42E-14 

1,2,2,2-Tetrafluoroethylformate 8.27E-13 8.27E-13 1.23E-12 1.23E-12 0 2.57E-13 0 3.83E-13 

1,1,1,3,3,3-Hexafluoropropan-2-ylformate 5.86E-13 5.86E-13 8.73E-13 8.73E-13 0 1.82E-13 0 2.71E-13 

Perfluorobutylacetate 3.52E-15 3.52E-15 4.35E-15 4.35E-15 0 1.09E-15 0 1.35E-15 

Perfluoropropylacetate 3.52E-15 3.52E-15 4.55E-15 4.55E-15 0 1.09E-15 0 1.41E-15 

Perfluoroethylacetate 3.52E-15 3.52E-15 5.41E-15 5.41E-15 0 1.09E-15 0 1.68E-15 

Trifluoromethylacetate 3.52E-15 3.52E-15 5.43E-15 5.43E-15 0 1.09E-15 0 1.69E-15 

Methylcarbonofluoridate 1.67E-13 1.67E-13 2.50E-13 2.50E-13 0 5.20E-14 0 7.77E-14 

1,1-Difluoroethylcarbonofluoridate 4.75E-14 4.75E-14 7.04E-14 7.04E-14 0 1.48E-14 0 2.19E-14 

1,1-Difluoroethyl2,2,2-trifluoroacetate 5.46E-14 5.46E-14 8.09E-14 8.09E-14 0 1.70E-14 0 2.52E-14 

Ethyl 2,2,2-trifluoroacetate 1.76E-15 1.76E-15 3.60E-15 3.60E-15 0 5.47E-16 0 1.12E-15 

2,2,2-Trifluoroethyl2,2,2-trifluoroacetate 1.23E-14 1.23E-14 1.79E-14 1.79E-14 0 3.83E-15 0 5.57E-15 

Methyl 2,2,2-trifluoroacetate 9.15E-14 9.15E-14 1.37E-13 1.37E-13 0 2.84E-14 0 4.27E-14 

Methyl 2,2-difluoroacetate 5.28E-15 5.28E-15 8.58E-15 8.58E-15 0 1.64E-15 0 2.67E-15 

Difluoromethyl 2,2,2-trifluoroacetate 4.75E-14 4.75E-14 7.09E-14 7.09E-14 0 1.48E-14 0 2.20E-14 

2,2,3,3,4,4,4-Heptafluorobutan-1-ol 5.98E-14 5.98E-14 8.87E-14 8.87E-14 0 1.86E-14 0 2.76E-14 

1,1,2-Trifluoro-2-(trifluoromethoxy)-ethane 2.18E-12 2.18E-12 3.26E-12 3.26E-12 0 6.78E-13 0 1.01E-12 

1-Ethoxy-1,1,2,3,3,3-hexafluoropropane 4.05E-14 4.05E-14 6.12E-14 6.12E-14 0 1.26E-14 0 1.90E-14 

1,1,1,2,2,3,3-Heptafluoro-3-(1,2,2,2-
tetrafluoroethoxy)-propane 1.14E-11 1.14E-11 2.19E-11 2.19E-11 0 3.55E-12 0 6.82E-12 

2,2,3,3-Tetrafluoro-1-propanol 2.29E-14 2.29E-14 3.40E-14 3.40E-14 0 7.11E-15 0 1.06E-14 

2,2,3,4,4,4-Hexafluoro-1-butanol 2.99E-14 2.99E-14 4.46E-14 4.46E-14 0 9.30E-15 0 1.39E-14 

2,2,3,3,4,4,4-Heptafluoro-1-butanol 2.82E-14 2.82E-14 4.26E-14 4.26E-14 0 8.75E-15 0 1.32E-14 

1,1,2,2-Tetrafluoro-3-methoxy-propane 1.76E-15 1.76E-15 1.76E-15 1.76E-15 0 5.47E-16 0 5.47E-16 

perfluoro-2-methyl-3-pentanone 0.00E+00 
0.00E+0

0 0.00E+00 
0.00E+0

0 0 
0.00E+0

0 0 0.00E+00 

3,3,3-Trifluoropropanal 0.00E+00 
0.00E+0

0 0.00E+00 
0.00E+0

0 0 
0.00E+0

0 0 0.00E+00 

2-Fluoroethanol 1.76E-15 1.76E-15 2.31E-15 2.31E-15 0 5.47E-16 0 7.17E-16 

2,2-Difluoroethanol 5.28E-15 5.28E-15 7.95E-15 7.95E-15 0 1.64E-15 0 2.47E-15 

2,2,2-Trifluoroethanol 3.52E-14 3.52E-14 5.23E-14 5.23E-14 0 1.09E-14 0 1.63E-14 

1,1'-Oxybis[2-(difluoromethoxy)-1,1,2,2-
tetrafluoroethane 8.66E-12 8.66E-12 1.32E-11 1.32E-11 0 2.69E-12 0 4.09E-12 
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1,1,3,3,4,4,6,6,7,7,9,9,10,10,12,12-
hexadecafluoro-2,5,8,11-Tetraoxadodecane 7.90E-12 7.90E-12 1.20E-11 1.20E-11 0 2.46E-12 0 3.74E-12 

1,1,3,3,4,4,6,6,7,7,9,9,10,10,12,12,13,13,15,1
5-eicosafluoro-2,5,8,11,14-
Pentaoxapentadecane 6.39E-12 6.39E-12 9.74E-12 9.74E-12 0 1.99E-12 0 3.03E-12 
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3.1.  Areas of protection and environmental mechanisms covered 
 

 
Figure 3.1: Cause-and-effect chain for emissions of ozone depleting substances (ODS) resulting in human health damage (from: 

Huijbregts et al. 2014) 

The ozone layer in the stratosphere absorbs a large part of the harmful UV-radiation coming from the sun. 

In the natural situation ozone is continuously being formed and destroyed. However, a number of man-

made chemicals that contain fluorine, bromine and chlorine groups, called Ozone Depleting Substances 

(ODS), can greatly increase the rate of destruction, leading to a reduction in the thickness of the ozone 

layer. With the thickness of the layer reduced, more of the UV-B radiation will reach the earth’s surface. 

Increased exposure to UV-B radiation can lead to adverse human health effects (Figure 3.1), such as skin 

cancer and cataract, and effects on ecosystems. The latter are, however, not considered here, meaning 

that the only area of protection that is covered is human health. 

3.2.  Calculation of the characterization factors at endpoint level 
The procedure we follow here is equal to the procedure from the latest ReCiPe report (Huijbregts et al., 

2014). The World Meteorological Organization (WMO) reports the Ozone Depletion Potential (ODP) for 

21 different substances (WMO, 2011) these ODPs were used for the calculation of the CFs. The ODP, as 

reported by the WMO, represents the amount of ozone destroyed by a substance during its entire lifetime 

relative to the amount of ozone destroyed by CFC-11 during its entire lifetime. Equation 3.1 shows the 

characterization factor CFend at endpoint level. It consists of the ozone depletion potential (ODP) for 

substance x with time horizon TH and the effect factor EF for the reference substance CFC-11 for time 

horizon TH. 

𝐶𝐹𝑒𝑛𝑑,𝑥,𝑇𝐻 = 𝑂𝐷𝑃𝑥,𝑇𝐻 ∙  𝐸𝐹𝐶𝐹𝐶−11,𝑇𝐻 

Equation 3.1 

The WMO (2011) uses a semi-empirical approach to calculate the ODPs. Observational data from different 

air layers is used to predict the release of the bromine and chlorine groups from an ODS. Each bromine 

group has approximately 60 times (65 in arctic regions) more potency to destroy ozone than a chlorine 

mailto:z.steinmann@science.ru.nl
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group. By taking into account the release of the chlorine and bromine groups and their potencies the 

change in Equivalent Effective Stratospheric Chlorine (EESC) resulting from the release of 1 kg of ODS was 

calculated. By dividing this value by the EESC effect of CFC-11 one can calculate the ODP as follows 

(equation 3.2):    

𝑂𝐷𝑃𝑖𝑛𝑓,𝑥 = 
∆𝐸𝐸𝑆𝐶𝑥

∆𝐸𝐸𝑆𝐶𝐶𝐹𝐶−11
 

Equation 3.2 

Where the ODPinf,x is the ODP for an infinite time horizon for ODS x, ∆EESCx and ∆EESCcfc-11 are the changes 

in EESC caused by the emission of 1 kg of ODS x and 1 kg of CFC-11 respectively (Equation 3.2 and 

description from Huijbregts et al. 2014).  

The ODPs from WMO are all based on an infinite time horizon, for a 100-year time horizon a correction is 

needed to calculate the fraction of the bromine and chlorine that is released during the first 100 years of 

the lifetime. Equal to the approach followed in ReCiPe we used the equation from De Schryver et al. (2011) 

(equation 3.3). 

𝐹𝑡 = 1 − 𝑒
(−𝑡−3)⋅𝑘 

Equation 3.3 

Where Ft is the fraction of the total damage caused by an ODS during the first t years, k is the removal 

rate of the ODS (yr-1) which is the inverse of the atmospheric life time and the 3 is the average time (in 

years) that is needed for transport from the troposphere to the stratosphere. This fraction Ft is then 

multiplied with ODPinf,x to get to the OPDx,TH with a finite time horizon TH. 

The amount of damage caused by exposure to UV-B radiation has been quantified by Hayashi et al. (2006), 

a summarizing, qualitative formula of the effect factor is shown in Equation 3.4. For more details, see 

Hayashi et al. (2006). 

𝐸𝐹 = 𝑓(𝑂𝐿𝑇, 𝑈𝑉𝐵, 𝑠, 𝑖, 𝑗, 𝑥) 

Equation 3.4 

This equation shows that the effect factor is a function of the ozone layer thickness (OLT), the resulting 

UVB radiation (UVB) that reaches the surface as a response to this ozone layer thickness, the season (s), 

latitudinal zone (i), population number of skin type (j) and skin cancer type (x) (note: damage by cataract 

was calculated in a similar matter, but is independent of the skin type).   

The effect of EESC on ozone layer thickness was determined by historical observational data, using year 

1980 as a reference year because prior to this year anthropogenic effects on ozone layer thickness were 

considered negligible. The effect of EESC depends on both the season as well as the latitude. Therefore 

Hayashi et al. (2006) used a model with latitudinal zones of degrees and four different seasons to calculate 

the amount of UV-B radiation that reaches the surface. The optical thickness of the ozone layer rather 
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than the actual thickness determines the amount of direct or scattered UV-B radiation that reaches the 

surface. To correct for this difference, a linear regression between actual and optical thickness was used. 

Three different types of skin cancer (malignant melanoma (MM), basal cell carcinoma (BCC) and squamous 

cell carcinoma (SCC)) were linked to UV-B radiation. The DALY concept was used to determine the severity 

of each of these cancers. The incidence rate of these cancers is inversely related to the amount of 

pigments in the skin. In order to take this into account, the percentage of people with different skin 

colours (white, yellow or black) was determined per longitudinal zone. The resulting damage for CFC-11 

in human health was 5.91E-04 DALY/kg ODS (certain effects, infinite time horizon). For a 100 year time 

horizon this value is 10% lower (5.31 E-04 DALY/kg ODS).  If the effect of cataract is also taken into account 

(all effects, infinite time horizon) this factor increases to 1.34E-03 DALY/kg ODS and 2.33E-04 DALY/kg 

ODS (all effects, 100 year time horizon), repsectively. The resulting endpoints CFs are listed in table 3.2 

for 22 ozone depleting substances. 

3.3.  Uncertainties 
The CFs for this impact category are based on reported data from existing literature. Assessing the 

sensitivity of the CFs to uncertainties in the individual parameters is therefore only possible to a limited 

extent and is dependent on the reported data in the original reports.  Uncertainties in the lifetimes as well 

as the estimated and projected emissions of the different ODSs are described by the WMO (2011). The 

resulting uncertainty in the projected total EESC is moderate, a clear downward trend in total EESC is 

observed and this trend is expected to continue in the future. The year at which the levels return to the 

national background concentration is dependent on both the future emissions as well as the projected 

climate change.  According to the WMO scenario’s it is likely that the EESC levels will continue to drop 

significantly within the coming 30 to 50 years, perhaps even to a level where there is hardly any expected 

negative impact form ODS emissions. It is not certain whether we will reach this level because of the 

expected increase in N2O and uncertain developments in the future climate. Therefore impacts of long-

lived substances integrated over time horizons longer than 100 years should be considered highly 

uncertain and it is likely that their impact is overestimated. Unfortunately no direct quantitative 

assessment of the uncertainty on the level of the ODPs is provided by the WMO. ODPs are uncertain both 

because of uncertainties in the fractional release of chlorine and bromine and the lifetime of the ODS 

compared to that of the reference substance CFC-11. In general the lifetimes and therefore the ODPs of 

the shorter lived substances are more uncertain than those of the longer lived ones, which would result 

in more uncertain ODPs. 

Additional uncertainty is present in the damage factors. As Hayashi et al. (2006) state, a more detailed 

assessment of these uncertainties is required; unfortunately no quantitative estimates are provided in 

their publication. However, it is likely that there is model uncertainty in the models that project the 

increase in UV-B radiation reaching the surface, as well as in the fraction of people with different skin 

colours in each region and the additional cancer incidences resulting from that increased exposure to UV-

B radiation. For future impacts, the projected population developments (and the distribution of people 

with different skin colours within those populations) are uncertain. The (implicit) assumption that this 

population remains stable is likely to cause an underestimation of the impact, especially in regions with a 

large projected population growth such as Africa. 
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3.4.   Value choices 
The different ODSs have widely varying atmospheric lifetimes, ranging from 0.8 years for CH3Br to 1020 

years for CFC-115. Therefore the CF is time-horizon dependent. The effects over the first 100 years are 

considered to be certain and robust. Effects in a longer time horizon are more uncertain, because of 

unknown future emissions as well as uncertain climate and population developments. 

There is strong evidence of the link between UV radiation and skin cancer incidence. The evidence for a 

link with cataract is much weaker and these effects should therefore be considered to have a lower 

robustness (Table 3.1). The mechanism by which bromine and chlorine containing substances destroy 

ozone is well known and understood. Nitrous oxide (N2O) also has an ozone depleting capacity (but no 

bromine or chlorine groups)  whether or not to include this substance should be included can be seen as 

a value choice. In this analysis we chose to include N2O, as also recommended in literature (Ravishankara 

et al. 2010; WMO, 2011).  

Table 3.1: Value choices in the modelling of CFs for core and extended value choices (i.e. what is added to get from core to 

extended vaues) 

Choice category  Certain effects All effects 

Included effects  Skin cancer Skin cancer, Cataract 

Table 3.2: The characterization factors for ozone depleting substances, representing human health damage expressed as DALYs 

(DALY/kg ODS). 

Substance Human health impacts [DALY/kg ODS] 

Annex A-I certain effects, 100 yrs All effects, 100 yrs certain effects, infinite All effects, infinite 

CFC-11 5.31E-04 2.33E-04 5.91E-04 1.34E-03 

CFC-12 3.12E-04 1.37E-04 4.85E-04 1.10E-03 

CFC-113 3.53E-04 1.55E-04 5.02E-04 1.14E-03 

CFC-114 1.43E-04 6.30E-05 3.43E-04 7.80E-04 

CFC-115 3.24E-05 1.42E-05 3.37E-04 7.67E-04 

Annex A-II     

Halon-1301 7.47E-03 3.28E-03 9.40E-03 2.14E-02 

Halon-1211 4.66E-03 2.05E-03 4.67E-03 1.06E-02 

Halon-2402 7.64E-03 3.36E-03 7.68E-03 1.75E-02 

Annex B-II     

CCl4 4.75E-04 2.09E-04 4.85E-04 1.10E-03 

Annex B-III     

CH3CCl3 9.46E-05 4.16E-05 9.46E-05 2.15E-04 

Annex C-I     

HCFC-22 2.36E-05 1.04E-05 2.36E-05 5.38E-05 

HCFC-123 5.91E-06 2.60E-06 5.91E-06 1.34E-05 

HCFC-124 1.18E-05 5.19E-06 1.18E-05 2.69E-05 

HCFC-141b 7.09E-05 3.12E-05 7.09E-05 1.61E-04 

HCFC-142b 3.54E-05 1.55E-05 3.55E-05 8.07E-05 

HCFC-225ca 1.18E-05 5.19E-06 1.18E-05 2.69E-05 

HCFC-225cb 1.77E-05 7.79E-06 1.77E-05 4.03E-05 

Annex E     

CH3Br 3.90E-04 1.71E-04 3.90E-04 8.88E-04 

Others     

Halon-1202 1.00E-03 4.42E-04 1.00E-03 2.29E-03 

CH3Cl 1.18E-05 5.19E-06 1.18E-05 2.69E-05 

N2O 5.64E-06 2.48E-06 1.00E-05 2.29E-05 
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4. Ionizing radiation 
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4.1.  Areas of protection and environmental mechanisms covered 

Figure 4.1: Cause-and-effect chain from an airborne or waterborne emission of a radionuclide to human health damage (from: 

Huijbregts et al., 2014) 

Radionuclides can be released during a number of human activities. These can be related to the nuclear 

fuel cycle (mining, processing, use or treatment of the nuclear fuel) or during more conventional energy 

generation such as the burning of coal. Airborne radionuclides can be inhaled by humans, while 

radionuclides that end up in freshwater can be ingested during swimming in open water, via drinking 

water produced from surface water or can enter the food cycle via crops.  

When the radionuclides decay, they release ionizing radiation. Human exposure to ionizing radiation 

causes alterations in the DNA, which in turn can lead to different types of cancer and birth defects. Similar 

effects must be expected in other living organisms, but damage to ecosystems is not quantified at the 

moment. Thus, the only area of protection covered is human health (Figure 4.1). 

The effect factors are based on disease statistics resulting from relatively high work-related or accident-

related exposure. An average approach is used to calculate the amount of additional cancer-incidences 

resulting from this exposure. In LCA however the exposure doses are generally very low. Therefore, the 

value based on relatively high exposure was corrected for the difference in cancer incidences per exposure 

dose, thereby approximating a marginal approach. 

4.2. Calculation of the characterization factors at endpoint level 
The calculation procedure here is equal to that of the latest ReCiPe update (Huijbregts et al. 2014), which 

in turn is based mostly on the works from De Schryver et al. (2011) and Frischknecht et al. (2000). The 

division of the value choices (see below) is different, meaning that the CFs with good robustness are not 

mailto:z.steinmann@science.ru.nl
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the same as the factors provided in ReCiPe. However, the total CFs are equal to the endpoint CFs of the 

Egalitarian perspective in ReCiPe, because in both methodologies these reflect all potential impacts. The 

endpoint CF is calculated as shown in equation 4.1, where CD stands for collective dose of radionuclide x, 

and EF for effect factor for radionuclide x, environmental compartment i  (air, freshwater or marine water) 

and time horizon TH 

𝐶𝐹𝑒𝑛𝑑,𝑥,𝑖,𝑇𝐻 = 𝐶𝐷𝑥,𝑖,𝑇𝐻 ∙  𝐸𝐹 

Equation 4.1 

Unlike most other CFs the damage is not expressed per kg of emission but rather per kBq. The unit 

Becquerel (Bq) is the number of atom nuclei that decay per second. Even though the CF for every 

radionuclide is based on the same activity level (1kBq = a decay of 1000 nuclei per second), there are 

differences due to the type of radiation, the half-live of the radionuclide and the environmental fate of 

the radionuclide. For emissions to air a Gaussian plume model is used to describe the dispersion around 

the emission location for all but four radionuclides. Tritium (H-3), carbon-14, krypton-85 and iodine-129 

are assumed to disperse globally. Models that cover the global water cycle, the carbon cycle, a two 

compartment dynamic model and a nine compartment dynamic model were used for these radionuclides 

respectively. Emissions to river water are modelled via a box-model with several different river 

compartments. By taking into account the fraction that is taken up by the human population one can 

calculate the collective dose (CD). As shown in equation 4.2, the collective dose (unit: man.Sv) is a measure 

for the total amount of exposure to a radionuclide for the entire, global population.  

𝐶𝐷𝑇𝐻 = ∫ 𝐸𝑥𝑝𝑜𝑠𝑢𝑟𝑒𝑡  𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛𝑡

𝑇𝐻

𝑡=0

 

Equation 4.2 

Exposure is the average exposure in Sievert (Sv=J/kg body weight) and Population represents the number 

of people at time t, integrated over time horizon TH. For the longest time horizon (100 000 years) the total 

human population was assumed to be stable at 10 billion people (Dreicer et al., 1995; Frischknecht et al., 

2000). 

The effect factor, shown in equation 4.3, combines the damages of the different disease types that can 

be caused by ionizing radiation. 

𝐸𝐹 = ∑𝐼𝑛𝑐𝑖𝑑𝑒𝑛𝑐𝑒𝑖 𝑆𝑒𝑣𝑒𝑟𝑖𝑡𝑦𝑖
𝑖

 

Equation 4.3 

Where Incidence is the extra incidence of disease type i (incidences/man.Sv) and Severity represents the 

human health damage caused by these diseases (DALY/incidence).  
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The incidence rates of the different cancer types and hereditary disease were taken from Frischknecht et 

al. (2000) while the corresponding human health damage (in DALY) per disease type was taken from De 

Schryver et al. (2011). This yields a robust damage factor of 0.617 DALY/man.Sv and a less robust factor 

of 1.239 DALY/man.Sv. Multiplied by the collective dose in man.Sv (taken from De Schryver et al. 2011 for 

almost all radionuclides, Frischknecht (2000) for the others) for emissions to the different compartments 

this yields the final CFs (Table 4.2). 

4.3.  Uncertainties 
The CFs for this impact category are based on reported data from existing literature. Assessing the 

sensitivity of the CFs to uncertainties in the individual parameters is therefore only possible to a limited 

extent and is dependent on the reported data in the original reports. The uncertainties in this impact 

category are a combination of the uncertainty in the environmental fate and the damage factors of the 

different radionuclides. Because of the extremely long lifetimes of most radionuclides it is likely that the 

uncertainty in the first part (fate) is larger than the uncertainty in the second part (damage). Quantitative 

assessments are unavailable, but it is not difficult to identify potential sources of uncertainty in the fate 

modelling. Firstly, quite simple fate models with a limited number of compartments are used for modelling 

the environmental fate of the radionuclides. In contrast to other long-term effects, an important 

distinction for the radionuclides is that the uncertainty of the decay intensity and the type and intensity 

of the released radiation is negligible. The uncertainty concerns the extent to which humans will be 

exposed to the released radiation, which depends on the compartments where the radionuclides end up 

and perhaps more importantly, on the future population levels and distributions. The accuracy is highly 

questionable because the human exposure was modelled in quite a simplistic way. The collective dose is 

determined based on the assumptions that the population is evenly spread throughout the world and will 

remain stable at a level of 10 billion people for the next 100’000 years. Both predictions are likely to be 

very inaccurate. The number of 10 billion people will overestimate impacts in the short run, but potentially 

underestimate the future impact if the population grows beyond that number in the (distant) future. 

On top of the uncertain collective dose there is also uncertainty related to the amount and types of cancer 

caused by exposure to radiation. Some of this uncertainty relates to whether or not different types of 

cancer can be caused by radiation, this is covered in the next section on value choices. Another part that 

is uncertain is how to adjust the factors derived from high exposure to radiation to the low exposure levels 

that are assessed in LCA. Partly this is a subjective choice as well, this is therefore also considered in the 

next section. In addition to these sources of uncertainty there is also uncertainty in the amount of DALYs 

caused by each cancer type. It is important to keep in mind that the values used here are representative 

of the current situation, if advances in medical development continue to progress it is likely that the 

burden of (some) types of disease decreases substantially. The longer the time horizon, the more likely it 

is that this will happen. 

4.4. Value choices 
Radioactive half-lives of radionuclides can vary from less than a second to millions of years. The harmful 

ionizing radiation is released during the radioactive decay. The decay is described by an exponential 

function, and radionuclides that decay very slowly (half-lives > 100 years) therefore release the majority 
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of their radiation in the far future, while shorter-lived radionuclides (half-lives <100 years) will release the 

majority of their radiation during the first couple of years after release. It is therefore important to know 

over which time horizon the impact of the different radionuclides is considered. The impacts over a 100 

year time horizon are considered to be robust, while the impacts occurring in a 100 000 year period after 

that are considered uncertain and less robust (Table 4.1). 

It should be noted that even the 100.000 year time horizon is still relatively short compared to the half-

life of Uranium-235 of 7.10 * 108 years. However, the models that were used to derive these factors only 

calculated results for a time period up to 100.000 years (termed “infinite” here). 

While it is certain that ionizing radiation can cause hereditary disease and thyroid, bone marrow, lung and 

breast cancer it is less clear whether other types (bladder, colon, ovary, skin, liver, oesophagus, stomach, 

bone surface and remaining types) of cancer can also be caused by exposure to ionizing radiation. 

Therefore in the CF for “certain effects” only the first four types of cancer and hereditary disease are 

included, while for the CF with “all effects” all cancer types are assumed to be caused by ionizing radiation. 

The incidence rate of cancer caused by ionizing radiation was determined by statistics based on accidental 

medium to high exposure (for example from workers in nuclear power plants). It is uncertain by how much 

the high to medium exposure doses should be corrected to get a CF that accurately reflects the very low 

exposure situations considered relevant in life cycle assessment. A factor called the Dose and dose rate 

effectiveness factor (DDREF) is used to correct for the fact that at higher exposures less dose is needed to 

result in the same effect. A factor of 10 is considered an optimistic estimate (based on animal studies), i.e. 

meaning that for the same cancer incidence rate caused by medium to high exposure one would need to 

get a dose that is 10 times higher as a result of (prolonged) low exposure (used for “certain effects” CFs). 

A more conservative estimate is that this factor is only about 2 (used for the cancer types that are added 

to the “all effects” CFs). For hereditary diseases no correction factor is applied. 

Table 4.1: Value choices in the modelling for core and extended CFs. The right column shows what is added to the core values 
to reach the extended values. 

Choice category  Certain effects All effects 

Dose and dose rate effectiveness 

factor (DDREF) 
 

10 2 

Included effects 

 

-Thyroid, bone marrow, lung 

and breast cancer 

-Hereditary disease 

- Thyroid, bone marrow, 

lung, breast, bladder, colon, 

ovary, skin, liver, 

oesophagus, stomach, bone 

surface and remaining types 

of cancer 

-Hereditary disease 
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Table 4.2: Characterization factors (CF) for human health damage DALY (DALY/kBq) for emissions to air, freshwater or the 

marine environment.  

 Human health CFs [DALY/kBq] 

Emission to air certain effects, 100 yrs all effects, 100 yrs certain effects, infinite all effects, infinite 

Am-241 3.7E-07 7.4E-07 3.8E-07 7.6E-07 

C-14 7.8E-09 1.6E-08 8.7E-08 1.8E-07 

Co-58 1.7E-10 3.5E-10 1.7E-10 3.5E-10 

Co-60 6.8E-09 1.4E-08 6.8E-09 1.4E-08 

Cs-134 4.9E-09 9.8E-09 4.9E-09 9.8E-09 

Cs-137 1.1E-08 2.2E-08 1.1E-08 2.2E-08 

H-3 5.8E-12 1.2E-11 5.8E-12 1.2E-11 

I-129 7.1E-08 1.4E-07 1.4E-06 2.8E-06 

I-131 6.2E-11 1.2E-10 6.2E-11 1.2E-10 

I-133 3.8E-12 7.7E-12 3.8E-12 7.7E-12 

Kr-85 5.8E-14 1.2E-13 5.8E-14 1.2E-13 

Pb-210 6.2E-10 1.2E-09 6.2E-10 1.2E-09 

Po-210 6.2E-10 1.2E-09 6.2E-10 1.2E-09 

Pu alpha 0.0E+00 0.0E+00 3.4E-08 6.8E-08 

Pu-238 0.0E+00 0.0E+00 2.7E-08 5.5E-08 

Pu-239 2.2E-07 4.3E-07 2.2E-07 4.3E-07 

Ra-226 0.0E+00 0.0E+00 3.7E-10 7.4E-10 

Rn-222 9.9E-12 2.0E-11 9.9E-12 2.0E-11 

Ru-106 6.8E-10 1.4E-09 6.8E-10 1.4E-09 

Sr-90 1.7E-08 3.3E-08 1.7E-08 3.3E-08 

Tc-99 8.0E-09 1.6E-08 8.0E-09 1.6E-08 

Th-230 0.0E+00 0.0E+00 1.9E-08 3.7E-08 

U-234 0.0E+00 0.0E+00 3.9E-08 7.9E-08 

U-235 0.0E+00 0.0E+00 8.6E-09 1.7E-08 

U-238 0.0E+00 0.0E+00 3.3E-09 6.7E-09 

Xe-133 5.8E-14 1.2E-13 5.8E-14 1.2E-13 

Emission to river and 
lakes 

certain effects, 100 yrs all effects, 100 yrs certain effects, infinite all effects, infinite 

Ag-110m 2.0E-10 4.1E-10 2.0E-10 4.1E-10 

Am-241 2.3E-11 4.7E-11 2.5E-11 5.0E-11 

C-14 4.1E-11 8.3E-11 8.6E-11 1.7E-10 

Co-58 1.7E-11 3.3E-11 1.7E-11 3.3E-11 

Co-60 1.8E-08 3.6E-08 1.8E-08 3.6E-08 

Cs-134 5.9E-08 1.2E-07 5.9E-08 1.2E-07 

Cs-137 6.8E-08 1.4E-07 6.8E-08 1.4E-07 

H-3 2.8E-13 5.6E-13 2.8E-13 5.6E-13 

I-129 1.9E-09 3.9E-09 1.1E-06 2.1E-06 

I-131 2.0E-10 4.1E-10 2.0E-10 4.1E-10 

Mn-54 1.3E-10 2.6E-10 1.3E-10 2.6E-10 

Pu-239 2.5E-12 5.1E-12 2.8E-12 5.7E-12 

Ra-226 0.0E+00 0.0E+00 5.2E-11 1.1E-10 

Ru-106 1.6E-12 3.2E-12 1.6E-12 3.2E-12 

Sb-124 3.3E-10 6.7E-10 3.3E-10 6.7E-10 

Sr-90 1.7E-10 3.3E-10 1.9E-10 3.8E-10 

Tc-99 2.1E-10 4.2E-10 2.1E-10 4.2E-10 

U-234 0.0E+00 0.0E+00 9.9E-10 2.0E-09 

U-235 0.0E+00 0.0E+00 9.3E-10 1.9E-09 

U-238 0.0E+00 0.0E+00 9.3E-10 1.9E-09 

Emission to ocean certain effects, 100 yrs all effects, 100 yrs certain effects, infinite all effects, infinite 

Am-241 3.3E-10 6.6E-10 3.3E-10 6.6E-10 

C-14 1.9E-10 3.7E-10 1.9E-10 3.7E-10 

Cm alpha 0.0E+00 0.0E+00 2.3E-08 4.7E-08 
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Co-60 1.6E-10 3.2E-10 1.6E-10 3.2E-10 

Cs-134 3.2E-11 6.4E-11 3.2E-11 6.4E-11 

Cs-137 3.9E-11 7.9E-11 3.9E-11 7.9E-11 

H-3 2.8E-14 5.5E-14 2.8E-14 5.5E-14 

I-129 2.0E-10 4.1E-10 1.1E-06 2.1E-06 

Pu alpha 0.0E+00 0.0E+00 3.0E-08 6.1E-08 

Pu-239 3.6E-11 7.3E-11 3.9E-11 7.8E-11 

Ru-106 7.4E-12 1.5E-11 7.4E-12 1.5E-11 

Sb-125 6.0E-12 1.2E-11 6.0E-12 1.2E-11 

Sr-90 3.1E-12 6.2E-12 3.1E-12 6.2E-12 

Tc-99 5.4E-13 1.1E-12 7.4E-13 1.5E-12 

U-234 0.0E+00 0.0E+00 9.3E-12 1.9E-11 

U-235 0.0E+00 0.0E+00 9.9E-12 2.0E-11 

U-238 0.0E+00 0.0E+00 9.3E-12 1.9E-11 
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5.  Photochemical Ozone Formation 
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The impact assessment method for assessing damage to human health and ecosystems due 

photochemical ozone formation is described based on Van Zelm et al. (2016). 

 

5.1.  Areas of protection and environmental mechanisms covered 
The cause and effect pathway (Figure 5.1) of ozone formation starts with an emission of NOx or NMVOC 

to the atmosphere, followed by atmospheric fate and chemistry in the air; NOx and NMVOCs are 

transformed in air to ozone. Subsequently, this tropospheric ozone can be inhaled by humans or taken up 

by plants, leading to an increased number of mortality cases and final damage to human health, as well 

as disappearance of plant species and final damage to terrestrial ecosystems.  

 

Figure 5.1: Cause and effect pathway from tropospheric ozone precursor emissions to damage to human health and terrestrial 

ecosystems. 

The intake of a pollutant by humans is described by intake fractions (iF, in kg intake per kg emission) that 

quantify the relationship between an emission and intake at the population level. The environmental fate 

of ozone is described by fate factors (FF in ppm∙hr∙yr per kg emission) that quantify the relationship 

between an emission and subsequent concentration (Van Zelm et al. 2008). Here, a global chemical 

mailto:r.vanzelm@science.ru.nl
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transport model was applied to determine environmental fate factors and human intake fractions for 56 

emission and receptor regions. To determine human health effect factors, region-specific mortality rates, 

background concentrations and years of life lost were used.  

Here, we included respiratory mortality due to ozone for two reasons: first, these contribute by far the 

most to overall disability adjusted life years, and second, for these the most up-to-date and least uncertain 

data related to relative risks and years of life lost are available (see e.g. Anenberg et al. 2010, Friedrich et 

al. 2011, Murray et al. 2012, WHO 2013).  

To determine environmental impacts on terrestrial ecosystems, grid-cell specific forest and grass shares 

and background concentrations were used as input for plant species sensitivity distributions (Van 

Goethem et al. 2013a) 

5.2.  Calculation of the characterization factors at endpoint level 
5.2.1. Human health damage 

The endpoint characterization factors (CFs) for human health damage due to ozone formation 

caused by emitted precursor substance x in world region i (CFx,i in DALY∙kg-1) are defined as the yearly 

change in Disability Adjusted Life Years (DALY) of all inhabitants (dDALY in yr∙yr-1) due to a change in 

emission of substance x in source region i (dMx,i in kg∙yr-1). This CF for human health damage is composed 

of a dimensionless intake fraction (iFx, i→j), providing the population intake of ozone in receptor region j (in 

kg/yr) following an emission change of substance x in source region i (in kg/yr), an effect factor (EFe), 

describing the cases of health effect e per kg of inhaled ozone, and a damage factor (DFe), which describes 

the years of life lost per case of health effect e. In equation this reads: 

 ( ) ( )  







= →

j e

jejejixix DFEFiFCF ,,,,       Equation 5.1. 

5.2.1.1. From emission to human intake 

The intake fraction is determined as the change in exposure to ozone in region j (dEXPj), due to a 

change in emission of precursor substance x (dMx,i). dEXP was retrieved by multiplying the change in 

concentration of ozone in each receptor region (dCj) with the population (Nj) in the receptor region j and 

the average breathing rate per person (BR) of 4745 m3∙yr-1 (13 m3∙d-1 as recommended by USEPA (1997): 

𝑖𝐹𝑥,𝑖→𝑗 =
𝑑𝐸𝑋𝑃𝑗

𝑑𝑀𝑥,𝑖
=
𝑑𝐶𝑗∙𝑁𝑗∙𝐵𝑅

𝑑𝑀𝑥,𝑖
        Equation 5.2. 

Population numbers (year 2005) were taken from the United Nations (2011). Since all data for the effect 

factor are based on the population ≥ 30 years of age, the population number was adjusted for the 

population share ≥ 30 years of age in 2005 (United Nations 2011) assuming no effects for younger people. 

The emission–concentration sensitivities matrices for emitted precursors and relevant end pollutants (or 

pollutant metrics) from the global source-receptor model TM5-FASST (FAst Scenario Screening Tool for 

Global Air Quality and Instantaneous Radiative Forcing), based on perturbation runs with TM5 (Van 

Dingenen et al. 2009; Krol et al. 2005) were used to derive the change in ambient concentration of a 
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pollutant after the emission of a precursor. TM5 is a global chemical transport model hosted by the 

European Commission Joint Research Center (JRC). TM5-FASST takes into account spatial features at the 

emission site as well as dispersion characteristics for the whole world. In this model, the world is divided 

into 56 emission source regions. The regions correspond to countries or a group of countries (see Table 

5.1). The TM5 model output consists of the change in concentration for each region, derived from gridded 

1°×1° concentration results, following a change in emission. This change is determined by lowering the 

year 2000 emissions (Lamarque et al. 2010) by 20% for each of the 56 source regions sequentially. The 

emission-normalized differences in pollutant concentration between the unperturbed and perturbed 

case, aggregated over each receptor region, are stored as the emission – concentration matrix elements. 

This procedure was performed for both NOx and NMVOC. 

 

5.2.1.2. From human intake to human health damage 

The human effect factor (dINC/dEXP) for health effect e caused by ozone in receptor region j, 

representing the change in disease incidence due to a change in exposure concentration in ambient air, 

was determined by dividing the concentration-response function (CRF in m3∙yr-1∙kg-1) by the breathing rate 

BR (m3∙yr-1) (Gronlund et al. 2015) (equation 5.3): 

𝐸𝐹𝑒,𝑗 =
𝑑𝐼𝑁𝐶𝑗

𝑑𝐸𝑋𝑃𝑗
=
𝐶𝑅𝐹𝑒.𝑗

𝐵𝑅
         Equation 5.3 

Region-specific CRFs were calculated as follows (equation 5.4): 

𝐶𝑅𝐹𝑒,𝑗 =
(𝑅𝑅𝑒−1)∙𝑀𝑅𝑒,𝑗

(𝑅𝑅𝑒−1)∙𝐶𝑗+1
         Equation 5.4 

         

where RRe is the relative risk to obtain health effect e due to exposure to ozone (per μg∙m-3), MRe,j is the 

mortality rate for health effect e in region j (deaths/person/yr), and Cj is the yearly average background 

concentration of ozone in a region (μg∙m-3). 

We followed recommendations for RRs by Anenberg et al. (2010) and Friedrich et al. (2011), who focus 

on the world and Europe respectively, based on North American cohort studies. The RR for respiratory 

mortality (1.004 per μg∙m-3) based on data of daily 1-hr maximum ozone levels found by Jerrett et al. 

(2009) in an ACS cohort study of U.S. adults ≥ 30 years of age was used. Although many daily time-series 

epidemiology studies demonstrate short-term ozone mortality impacts (Anderson et al. 2004; Bell et al. 

2005), Jerrett et al. (2009) provide the first clear evidence for long-term impacts. 

Mortality rates per health effect (year 2005) were taken from the World Health Organization (WHO 

2015a), and simulated background concentrations per region for the year 2000 were taken from the TM5-

CTM reference run with the Lamarque et al. (2010) year 2000 reference emission scenario.  

The Damage Factor DFe,j is defined as the Disability Adjusted Life Years (DALY) associated to the health 

effect e per incidence case, which were estimated per receiving region j from the world health 

organization (WHO) world health estimates, year 2012 (WHO 2015b): 
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𝐷𝐹𝑒,𝑗 =
𝑑𝐷𝐴𝐿𝑌𝑒,𝑗

𝑑𝐼𝑁𝐶𝑒,𝑗
         Equation 5.5 

For the DALY no discounting was included and uniform age weights were applied.  

 

5.2.2. Terrestrial ecosystem damage 

The endpoint characterization factors (CFs) for ecosystem damage due to ozone formation caused by 

emitted precursor substance x in world region i (CFx,i in PDF∙yr∙kg-1) are defined as the area-integrated 

change in Potentially Disappeared Fraction (PDF) of forest and natural grassland species due to a change 

in emission of substance x in source region i (dMx,i in kg∙yr-1). This CF for ecosystem damage is composed 

of a Fate Factor (FFx,i→g, unit: ppm∙h∙yr∙kg-1), quantifying the relationship between the emission of 

precursor substances in region i and ozone exposure in receiving grid cell g, and an Effect Factor (EFn,j in 

PDF∙ ppm-1∙h-1), quantifying the relationship between ozone exposure and the damage to natural 

vegetation n (forest and grassland). In equation this reads: 

( ) = →

g n

gngixixECO EFFFCF ,,,,         Equation 5.6 

5.2.2.1. From emission to environmental concentration 

To determine the ecosystem fate factor, the AOT40, i.e. the sum of the differences between the 

hourly mean ozone concentration and 40 ppb during daylight hours over the relevant growing season in 

ppm∙h, was used as metric of the cumulative concentration change. The fate factor represents the sum 

in the change in AOT40 in grid cell g due to a change of emission of precursor x in source region i (Van 

Goethem et al. 2013b): 

FFx,i→g = ∑
∆𝐴𝑂𝑇40𝑔

∆𝑀𝑥,𝑖
𝑔          Equation 5.7 

Monthly AOT40 concentrations per unit of emission of NOx and NMVOC were calculated on a 1°x1° 

resolution from hourly ozone concentrations resulting from the year 2000 reference run with TM5 

chemical transport model. For the Northern Hemisphere the same growing seasons for grassland and 

forest were taken as was done for Europe by Van Goethem et al. (2013b), namely May till July and 

April till September, respectively. For the Southern Hemisphere for grassland the months November till 

January and for forests the months October till March were taken. 

5.2.2.2. From concentration to ecosystem damage 

The ecosystem effect factor (EF) was derived from Van Goethem et al. (2013b), and corrected for 

species density:  

EFn,g =
∆𝑃𝐷𝐹𝑔,𝑛

∆𝐴𝑂𝑇40𝑔
∙ 𝐴𝑔,𝑛 ∙

𝑃𝑅𝐷𝑔∈𝑏𝑟

𝑃𝑅𝑔𝑙𝑜𝑏𝑎𝑙
        Equation 5.8 
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  where PRDg is the vascular plant richness density in grid g belonging to terrestrial biogeographical 

region br (species/km2), PR is the total vascular plant richness in the world (species), and Ag,n is the area 

(m2) occupied by vegetation type n in grid cell g. The effect factor was determined with data on AOT40 

concentrations for which 50% reduction in productivity (EC50) was found for a number of forest or 

grassland species (taken from Van Goethem et al. (2013a, 2013b)). Here, we chose to use the linear 

ecosystem effect factor, assuming a linear change in PAF with changing AOT40 that represents the average 

effect between a PAF of 0.5 and 0 (Van Goethem et al. 2013b). The corresponding “AOT40 concentration 

per unit of yearly emission” values per grid were multiplied by the corresponding natural area of either 

grassland or forest (Van Zelm et al. 2016). PRD and PR were obtained from Kier et al. (2009). PR equals 

315’903. 

5.3. Uncertainties 
The CFs were derived from emission-concentration sensitivities (dC/dM) obtained from a 20% emission 

perturbation. Because AOT40 is a threshold based concentration indicator, there is more uncertainty 

attached to it compared to the use of linear scaling concentrations (Van Dingenen et al. 2009). When a 

concentration is, for example, slightly above the threshold of 40 ppb and then reduced when looking at 

the 20% perturbation, this can have large impacts on the results. For a limited number of representative 

source regions the dC/dM coefficients were calculated for large perturbations of inorganic pollutants (-

80%, +100%) and compared to the extrapolated 20% perturbation (Van Zelm et al. 2016). For M6M, 

precursor NOx, a deviation up to 14% was seen. For AOT40, however, deviations can be large. The large 

deviation for AOT40 under an 80% reduction of NOx (36% average) is explained by the linear extrapolation 

of a threshold metric from a regime above threshold to a regime below threshold.  

The negative intake fractions for ozone due to emissions of NOx are caused by the so‐called titration 
effect. As a result of the rapid reaction of ozone with NO to form NO2, concentrations of ozone tend to 
be lower close to sources of NO emissions, such as near dense urban traffic, major highways, and 
industrial sources. Countries that show negative characterization factors for NOx therefore have 
relatively large characterization factors for NMVOC. 
 

 5.4.  Value choices 
5.4.1. Time horizon  

For ozone formation impacts, time horizon is not of importance as only short-living substances are 

involved. Thus there is no distinction according to time horizon. 

5.5.  Resulting characterization factors 
Figure 5.2 shows the region-specific characterization factors for human health damage due to ozone 

precursor emissions. Lowest factors (apart from the negatives) were obtained for emissions of NMVOC in 

New Zealand, Australia, Indonesia, and South America, while largest factors were obtained for NOx 

emissions in South Asia, West‐Africa, India and China. The emission weighted average for the world for 

NMVOC is 1.4∙10‐7 DALY/kg. The emission weighted average for the world for NOx is 9.1∙10‐7 DALY/kg. 

Negative intake fractions and thus CFs were obtained for NOx emitted in Belgium, the Netherlands, 
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Luxembourg, Great-Britain, and Ireland. A negative value means that the emission of NOx leads to an 

overall reduction of ozone exposure. 

NOx 

 

NMVOC 

 

Figure 5.2.: Characterization factors for human health damage caused by ozone formation (10-6 DALY∙kg-1) (Taken from Van 

Zelm et al. 2016). 

Figure 5.3 shows the region-specific characterization factors for ecosystem damage due to ozone 

precursor emissions. Lowest factors were obtained for emissions of NMVOC in New Zealand, Mongolia, 

and Argentina, and for NOx emissions in New Zealand, Taiwan and China. Largest factors were obtained 

for NOx emissions in Mid America. The emission weighted average for the world for NMVOC is 3.7∙10‐16 

PDF∙yr∙kg-1. The emission weighted average for the world for NOx is 1.0∙10‐15 PDF∙yr∙kg-1.  

 

NMVOC 

 

 

Figure 5.3.: Characterization factors for ecosystem damage caused by ozone formation (10-15 PDF∙yr∙kg-1). 
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Table 5.1: Country-specific endpoint characterization factors for human health damage and ecosystem damage due to ozone 
formation. 

  Human health damage 
[DALY/kg] 

Terrestrial ecosystem 
damage [PDF∙yr/kg] 

Country TM5 region NOx NMVOC NOx NMVOC 

Afghanistan RSAS 5.70E-06 3.70E-07 2.90E-15 1.10E-16 

Albania RCEU 4.90E-07 1.40E-07 2.10E-15 4.90E-16 

Algeria NOA 9.90E-07 1.70E-07 4.90E-15 7.70E-16 

Angola SAF 5.80E-07 2.30E-08 1.90E-16 2.60E-17 

Argentina ARG 3.30E-07 3.00E-08 9.50E-16 -1.80E-17 

Armenia RUS 3.00E-07 1.40E-07 1.10E-15 4.40E-16 

Aruba RCAM 6.70E-07 5.90E-08 7.20E-15 3.00E-16 

Australia AUS 2.80E-07 1.80E-08 1.10E-16 2.40E-17 

Austria AUT 3.30E-07 1.90E-07 1.00E-15 7.70E-16 

Azerbaijan RUS 3.00E-07 1.40E-07 1.10E-15 4.40E-16 

Bahamas RCAM 6.70E-07 5.90E-08 7.20E-15 3.00E-16 

Bahrain GOLF 9.70E-07 1.60E-07 1.60E-15 2.00E-16 

Bangladesh RSAS 5.70E-06 3.70E-07 2.90E-15 1.10E-16 

Barbados RCAM 6.70E-07 5.90E-08 7.20E-15 3.00E-16 

Belgium BLX -2.20E-07 3.30E-07 2.90E-16 6.20E-16 

Belize RCAM 6.70E-07 5.90E-08 7.20E-15 3.00E-16 

Benin WAF 2.40E-06 1.10E-07 2.40E-16 5.60E-17 

Bhutan RSAS 5.70E-06 3.70E-07 2.90E-15 1.10E-16 

Bolivia RSAM 5.10E-07 1.60E-08 1.60E-15 2.50E-17 

Bosnia and Herzegovina RCEU 4.90E-07 1.40E-07 2.10E-15 4.90E-16 

Botswana SAF 5.80E-07 2.30E-08 1.90E-16 2.60E-17 

Brazil BRA 4.50E-07 1.80E-08 2.50E-15 5.80E-17 

Brunei MYS 7.00E-07 3.00E-08 1.90E-15 5.10E-17 

Bulgaria BGR 3.90E-07 1.50E-07 1.50E-15 5.80E-16 

Burkina Faso WAF 2.40E-06 1.10E-07 2.40E-16 5.60E-17 

Burundi EAF 9.70E-07 4.30E-08 4.30E-16 5.40E-17 

Byelarus UKR 3.40E-07 1.60E-07 9.30E-16 5.00E-16 

Cambodia RSEA 1.80E-06 4.40E-08 8.30E-16 9.70E-17 

Cameroon WAF 2.40E-06 1.10E-07 2.40E-16 5.60E-17 

Canada CAN 2.00E-07 1.10E-07 5.90E-16 2.60E-16 

Cape Verde WAF 2.40E-06 1.10E-07 2.40E-16 5.60E-17 

Central African Republic EAF 9.70E-07 4.30E-08 4.30E-16 5.40E-17 

Chad EAF 9.70E-07 4.30E-08 4.30E-16 5.40E-17 

Chile CHL 1.80E-07 7.60E-08 1.10E-15 1.30E-16 

China CHN 1.60E-06 2.90E-07 3.90E-17 2.90E-16 

China CHN 1.60E-06 2.90E-07 3.90E-17 2.90E-16 

China, Hong Kong 
Special Administrative 

Region 
CHN 1.60E-06 2.90E-07 3.90E-17 2.90E-16 

Colombia RSAM 5.10E-07 1.60E-08 1.60E-15 2.50E-17 

Comoros EAF 9.70E-07 4.30E-08 4.30E-16 5.40E-17 

Congo WAF 2.40E-06 1.10E-07 2.40E-16 5.60E-17 

Costa Rica RCAM 6.70E-07 5.90E-08 7.20E-15 3.00E-16 

Croatia RCEU 4.90E-07 1.40E-07 2.10E-15 4.90E-16 

Cuba RCAM 6.70E-07 5.90E-08 7.20E-15 3.00E-16 

Cyprus GRC 4.40E-07 2.30E-07 2.40E-15 8.20E-16 

Czech Republic RCZ 1.60E-07 1.90E-07 6.20E-16 6.10E-16 

Democratic Republic of 
the Congo 

EAF 9.70E-07 4.30E-08 4.30E-16 5.40E-17 

Denmark SWE 1.90E-07 1.50E-07 3.90E-16 4.10E-16 

Djibouti EAF 9.70E-07 4.30E-08 4.30E-16 5.40E-17 
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Dominican Republic RCAM 6.70E-07 5.90E-08 7.20E-15 3.00E-16 

Ecuador RSAM 5.10E-07 1.60E-08 1.60E-15 2.50E-17 

Egypt EGY 6.00E-07 2.50E-07 5.20E-16 2.60E-16 

El Salvador RCAM 6.70E-07 5.90E-08 7.20E-15 3.00E-16 

Equatorial Guinea WAF 2.40E-06 1.10E-07 2.40E-16 5.60E-17 

Eritrea EAF 9.70E-07 4.30E-08 4.30E-16 5.40E-17 

Estonia POL 1.80E-07 1.80E-07 6.30E-16 5.50E-16 

Ethiopia EAF 9.70E-07 4.30E-08 4.30E-16 5.40E-17 

Fiji PAC 4.50E-07 1.00E-08 2.20E-16 2.00E-17 

Finland FIN 1.10E-07 1.30E-07 2.60E-16 3.60E-16 

France FRA 3.20E-07 2.40E-07 1.60E-15 8.30E-16 

French Guiana RSAM 5.10E-07 1.60E-08 1.60E-15 2.50E-17 

Gabon WAF 2.40E-06 1.10E-07 2.40E-16 5.60E-17 

Gambia, The WAF 2.40E-06 1.10E-07 2.40E-16 5.60E-17 

Georgia RUS 3.00E-07 1.40E-07 1.10E-15 4.40E-16 

Germany RFA 6.90E-08 2.50E-07 1.30E-15 6.30E-16 

Ghana WAF 2.40E-06 1.10E-07 2.40E-16 5.60E-17 

Greece GRC 4.40E-07 2.30E-07 2.40E-15 8.20E-16 

Greenland CAN 2.00E-07 1.10E-07 5.90E-16 2.60E-16 

Grenada RCAM 6.70E-07 5.90E-08 7.20E-15 3.00E-16 

Guadeloupe RCAM 6.70E-07 5.90E-08 7.20E-15 3.00E-16 

Guatemala RCAM 6.70E-07 5.90E-08 7.20E-15 3.00E-16 

Guinea WAF 2.40E-06 1.10E-07 2.40E-16 5.60E-17 

Guinea-Bissau WAF 2.40E-06 1.10E-07 2.40E-16 5.60E-17 

Guyana RSAM 5.10E-07 1.60E-08 1.60E-15 2.50E-17 

Haiti RCAM 6.70E-07 5.90E-08 7.20E-15 3.00E-16 

Honduras RCAM 6.70E-07 5.90E-08 7.20E-15 3.00E-16 

Hungary HUN 2.80E-07 1.70E-07 1.10E-15 6.00E-16 

Iceland NOR 4.50E-07 1.20E-07 7.70E-16 3.60E-16 

India NDE 5.20E-06 4.10E-07 5.60E-16 2.10E-16 

Indonesia IDN 1.00E-06 1.80E-08 8.00E-16 2.60E-17 

Iran GOLF 9.70E-07 1.60E-07 1.60E-15 2.00E-16 

Iraq GOLF 9.70E-07 1.60E-07 1.60E-15 2.00E-16 

Ireland GBR -1.60E-07 3.20E-07 3.60E-16 6.00E-16 

Israel MEME 4.90E-07 1.80E-07 9.70E-16 4.20E-16 

Italy ITA 4.60E-07 2.70E-07 1.90E-15 1.30E-15 

Ivory Coast WAF 2.40E-06 1.10E-07 2.40E-16 5.60E-17 

Jamaica RCAM 6.70E-07 5.90E-08 7.20E-15 3.00E-16 

Japan JPN 2.30E-09 2.70E-07 1.10E-15 1.00E-15 

Jordan MEME 4.90E-07 1.80E-07 9.70E-16 4.20E-16 

Kazakhstan KAZ 4.00E-07 1.00E-07 1.20E-15 2.80E-16 

Kenya EAF 9.70E-07 4.30E-08 4.30E-16 5.40E-17 

Kuwait GOLF 9.70E-07 1.60E-07 1.60E-15 2.00E-16 

Kyrgyzstan RIS 7.00E-07 1.50E-07 2.40E-15 3.60E-16 

Laos RSEA 1.80E-06 4.40E-08 8.30E-16 9.70E-17 

Latvia POL 1.80E-07 1.80E-07 6.30E-16 5.50E-16 

Lebanon MEME 4.90E-07 1.80E-07 9.70E-16 4.20E-16 

Lesotho RSA 4.00E-07 1.10E-07 3.70E-16 2.00E-16 

Liberia WAF 2.40E-06 1.10E-07 2.40E-16 5.60E-17 

Libya NOA 9.90E-07 1.70E-07 4.90E-15 7.70E-16 

Lithuania POL 1.80E-07 1.80E-07 6.30E-16 5.50E-16 

Luxembourg BLX -2.20E-07 3.30E-07 2.90E-16 6.20E-16 

Macedonia RCEU 4.90E-07 1.40E-07 2.10E-15 4.90E-16 

Madagascar EAF 9.70E-07 4.30E-08 4.30E-16 5.40E-17 

Malawi SAF 5.80E-07 2.30E-08 1.90E-16 2.60E-17 

Malaysia MYS 7.00E-07 3.00E-08 1.90E-15 5.10E-17 
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Maldives NDE 5.20E-06 4.10E-07 5.60E-16 2.10E-16 

Mali WAF 2.40E-06 1.10E-07 2.40E-16 5.60E-17 

Malta ITA 4.60E-07 2.70E-07 1.90E-15 1.30E-15 

Martinique RCAM 6.70E-07 5.90E-08 7.20E-15 3.00E-16 

Mauritania WAF 2.40E-06 1.10E-07 2.40E-16 5.60E-17 

Mauritius EAF 9.70E-07 4.30E-08 4.30E-16 5.40E-17 

Mexico MEX 5.80E-07 8.40E-08 1.60E-14 3.40E-16 

Moldova UKR 3.40E-07 1.60E-07 9.30E-16 5.00E-16 

Mongolia MON 5.80E-07 5.00E-08 1.40E-15 -2.60E-16 

Morocco NOA 9.90E-07 1.70E-07 4.90E-15 7.70E-16 

Mozambique SAF 5.80E-07 2.30E-08 1.90E-16 2.60E-17 

Myanmar (Burma) RSEA 1.80E-06 4.40E-08 8.30E-16 9.70E-17 

Namibia SAF 5.80E-07 2.30E-08 1.90E-16 2.60E-17 

Nepal RSAS 5.70E-06 3.70E-07 2.90E-15 1.10E-16 

Netherlands BLX -2.20E-07 3.30E-07 2.90E-16 6.20E-16 

Netherlands Antilles RCAM 6.70E-07 5.90E-08 7.20E-15 3.00E-16 

New Zealand NZL 6.20E-08 8.80E-09 4.50E-18 3.00E-18 

Nicaragua RCAM 6.70E-07 5.90E-08 7.20E-15 3.00E-16 

Niger WAF 2.40E-06 1.10E-07 2.40E-16 5.60E-17 

Nigeria WAF 2.40E-06 1.10E-07 2.40E-16 5.60E-17 

North Korea MON 5.80E-07 5.00E-08 1.40E-15 -2.60E-16 

Norway NOR 4.50E-07 1.20E-07 7.70E-16 3.60E-16 

Oman GOLF 9.70E-07 1.60E-07 1.60E-15 2.00E-16 

Pakistan RSAS 5.70E-06 3.70E-07 2.90E-15 1.10E-16 

Panama RCAM 6.70E-07 5.90E-08 7.20E-15 3.00E-16 

Papua New Guinea PAC 4.50E-07 1.00E-08 2.20E-16 2.00E-17 

Paraguay RSAM 5.10E-07 1.60E-08 1.60E-15 2.50E-17 

Peru RSAM 5.10E-07 1.60E-08 1.60E-15 2.50E-17 

Philippines PHL 4.80E-07 7.20E-08 1.10E-15 2.40E-16 

Poland POL 1.80E-07 1.80E-07 6.30E-16 5.50E-16 

Portugal ESP 6.20E-07 2.20E-07 3.70E-15 9.80E-16 

Puerto Rico RCAM 6.70E-07 5.90E-08 7.20E-15 3.00E-16 

Qatar GOLF 9.70E-07 1.60E-07 1.60E-15 2.00E-16 

Reunion EAF 9.70E-07 4.30E-08 4.30E-16 5.40E-17 

Romania ROM 3.80E-07 1.60E-07 1.60E-15 5.90E-16 

Russia RUE 4.70E-07 7.70E-08 1.00E-15 2.30E-16 

Russia Europe RUS 3.00E-07 1.40E-07 1.10E-15 4.40E-16 

Rwanda EAF 9.70E-07 4.30E-08 4.30E-16 5.40E-17 

Saint Lucia RCAM 6.70E-07 5.90E-08 7.20E-15 3.00E-16 

Saint Vincent and the 
Grenadines 

RCAM 6.70E-07 5.90E-08 7.20E-15 3.00E-16 

Samoa PAC 4.50E-07 1.00E-08 2.20E-16 2.00E-17 

Saudi Arabia GOLF 9.70E-07 1.60E-07 1.60E-15 2.00E-16 

Senegal WAF 2.40E-06 1.10E-07 2.40E-16 5.60E-17 

Serbia RCEU 4.90E-07 1.40E-07 2.10E-15 4.90E-16 

Sierra Leone WAF 2.40E-06 1.10E-07 2.40E-16 5.60E-17 

Singapore MYS 7.00E-07 3.00E-08 1.90E-15 5.10E-17 

Slovakia RCZ 1.60E-07 1.90E-07 6.20E-16 6.10E-16 

Slovenia AUT 3.30E-07 1.90E-07 1.00E-15 7.70E-16 

Solomon Islands PAC 4.50E-07 1.00E-08 2.20E-16 2.00E-17 

Somalia EAF 9.70E-07 4.30E-08 4.30E-16 5.40E-17 

South Africa RSA 4.00E-07 1.10E-07 3.70E-16 2.00E-16 

South Korea COR 4.10E-07 5.00E-07 1.90E-15 1.40E-15 

Spain ESP 6.20E-07 2.20E-07 3.70E-15 9.80E-16 

Sri Lanka NDE 5.20E-06 4.10E-07 5.60E-16 2.10E-16 

Sudan EAF 9.70E-07 4.30E-08 4.30E-16 5.40E-17 
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Suriname RSAM 5.10E-07 1.60E-08 1.60E-15 2.50E-17 

Swaziland RSA 4.00E-07 1.10E-07 3.70E-16 2.00E-16 

Sweden SWE 1.90E-07 1.50E-07 3.90E-16 4.10E-16 

Switzerland CHE 4.20E-07 2.00E-07 1.90E-15 7.10E-16 

Syria MEME 4.90E-07 1.80E-07 9.70E-16 4.20E-16 

Sao Tomo and Principe WAF 2.40E-06 1.10E-07 2.40E-16 5.60E-17 

Taiwan TWN 1.00E-06 2.00E-07 -2.00E-14 1.00E-14 

Tajikistan RIS 7.00E-07 1.50E-07 2.40E-15 3.60E-16 

Tanzania, United 
Republic of 

EAF 9.70E-07 4.30E-08 4.30E-16 5.40E-17 

Thailand THA 1.20E-06 5.30E-08 1.10E-15 1.30E-16 

Togo WAF 2.40E-06 1.10E-07 2.40E-16 5.60E-17 

Tonga PAC 4.50E-07 1.00E-08 2.20E-16 2.00E-17 

Trinidad and Tobago RCAM 6.70E-07 5.90E-08 7.20E-15 3.00E-16 

Tunisia NOA 9.90E-07 1.70E-07 4.90E-15 7.70E-16 

Turkey TUR 6.20E-07 1.90E-07 3.70E-15 7.50E-16 

Turkmenistan RIS 7.00E-07 1.50E-07 2.40E-15 3.60E-16 

Uganda EAF 9.70E-07 4.30E-08 4.30E-16 5.40E-17 

Ukraine UKR 3.40E-07 1.60E-07 9.30E-16 5.00E-16 

United Arab Emirates GOLF 9.70E-07 1.60E-07 1.60E-15 2.00E-16 

United Kingdom GBR -1.60E-07 3.20E-07 3.60E-16 6.00E-16 

United States USA 1.90E-07 1.90E-07 8.00E-17 1.60E-15 

Uruguay ARG 3.30E-07 3.00E-08 9.50E-16 -1.80E-17 

Uzbekistan RIS 7.00E-07 1.50E-07 2.40E-15 3.60E-16 

Vanuatu PAC 4.50E-07 1.00E-08 2.20E-16 2.00E-17 

Venezuela RSAM 5.10E-07 1.60E-08 1.60E-15 2.50E-17 

Vietnam VNM 1.10E-06 4.30E-08 1.30E-15 1.30E-16 

Western Sahara NOA 9.90E-07 1.70E-07 4.90E-15 7.70E-16 

Yemen GOLF 9.70E-07 1.60E-07 1.60E-15 2.00E-16 

Zambia SAF 5.80E-07 2.30E-08 1.90E-16 2.60E-17 

Zimbabwe SAF 5.80E-07 2.30E-08 1.90E-16 2.60E-17 

 
 
Table 5.2: Continent-specific endpoint characterization factors for human health damage and ecosystem damage due to ozone 
formation. 
 

 Human health damage 
[DALY/kg] 

Terrestrial ecosystem damage 
[PDF∙yr/kg] 

Continent NOx NMVOC NOx NMVOC 

World 
Weighted 
Average 

9.10E-07 1.40E-07 1.00E-15 3.70E-16 

Africa 1.10E-06 6.40E-08 6.00E-16 9.10E-17 

Asia 2.00E-06 1.90E-07 3.60E-16 3.50E-16 

Europe 3.10E-07 1.60E-07 1.40E-15 4.90E-16 

North 
America 

1.90E-07 1.70E-07 1.40E-16 1.30E-15 

Oceania 2.70E-07 1.70E-08 1.10E-16 2.30E-17 

South 
America 

4.90E-07 3.00E-08 5.20E-15 9.80E-17 
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6.  Particulate Matter Formation 
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The impact assessment method for assessing damage to human health due to primary PM2.5 and PM2.5 

precursor emissions is described based on Van Zelm et al. (2016). 

6.1.  Areas of protection and environmental mechanisms covered 
The cause and effect pathway (Figure 6.1) of particulate matter formation starts with an emission of NOx, 

NH3, SO2, or primary PM2.5 to the atmosphere, followed by atmospheric fate and chemistry in the air; NOx, 

NH3, and SO2 are transformed in air to secondary aerosols. Subsequently, PM2.5 can be inhaled by the 

human population, leading to an increased number of mortality cases and final damage to human health.  

 

Figure 6.1: Cause and effect pathway from primary PM2.5 and PM2.5 precursor emissions to damage to human health 

The intake of a pollutant by the population is described by intake fractions (iF, in kg intake per kg emission) 

that quantify the relationship between an emission and intake (Van Zelm et al. 2008). Here, a global 

chemical transport model was applied to determine human intake fractions for 56 emission and receptor 

regions. Second, region-specific mortality rates, background concentrations and years of life lost were 

used to determine human health effect factors. Here, we included cardiopulmonary and lung cancer 

mortality due to particulate matter with a diameter of less than 2.5µm (PM2.5) for two reasons: first, these 

contribute by far the most to overall disability adjusted life years (DALYs) for these two pollutants (as e.g. 

shown in previous research (Van Zelm et al. 2008)), and second, for these the most up-to-date and least 

uncertain data related to relative risks and years of life lost are available (see e.g. Anenberg et al. 2010, 

Friedrich et al. 2011, Murray et al. 2012, WHO 2013). 

 

mailto:r.vanzelm@science.ru.nl


 

60 
 

6.2.  Calculation of the characterization factors at endpoint level 
The endpoint characterization factors (CFs) for human health damage due to particulate matter formation 

caused by emitted precursor substance x in world region i (CFx,i in DALY∙kg-1) are defined as the yearly 

change in Disability Adjusted Life Years (DALY) of all inhabitants (dDALY in yr∙yr-1) due to a change in 

emission of substance x in source region i (dMx,i in kg∙yr-1). This CF for human health damage is composed 

of a dimensionless intake fraction (iFx, i→j), providing the population intake of PM2.5 in receptor region j (in 

kg/yr) following an emission change of substance x in source region i (in kg/yr), an effect factor (EFe), 

describing the cases of health effect e per kg of inhaled PM2.5, and a damage factor (DFe), which describes 

the years of life lost per case of health effect e. In equation this reads: 

 ( ) ( )  







= →

j e

jejejixix DFEFiFCF ,,,,       Equation 6.1. 

6.2.1. From emission to human intake 

The intake fraction is determined as the change in exposure to PM2.5 in region j (dEXPj), due to a 

change in emission of substance x (dMx,i). dEXP was retrieved by multiplying the change in concentration 

of PM2.5 in each receptor region (dCj) with the population (Nj) in the receptor region j and the average 

breathing rate per person (BR) of 4745 m3∙yr-1 (13 m3∙d-1 as recommended by USEPA (1997): 

𝑖𝐹𝑥,𝑖→𝑗 =
𝑑𝐸𝑋𝑃𝑗

𝑑𝑀𝑥,𝑖
=
𝑑𝐶𝑗∙𝑁𝑗∙𝐵𝑅

𝑑𝑀𝑥,𝑖
        Equation 6.2. 

Population numbers (year 2005) were taken from the United Nations (2011). Since all data for the effect 

factor are based on the population ≥ 30 years of age, the population number was adjusted for the 

population share ≥ 30 years of age in 2005 (United Nations 2011) assuming no effects for younger people. 

The emission–concentration sensitivities matrices for emitted precursors and relevant end pollutants (or 

pollutant metrics) from the global source-receptor model TM5-FASST (FAst Scenario Screening Tool for 

Global Air Quality and Instantaneous Radiative Forcing), based on perturbation runs with TM5 (Van 

Dingenen et al. 2009; Krol et al. 2005) were used to derive the change in ambient concentration of a 

pollutant after the emission of a precursor. TM5 is a global chemical transport model hosted by the 

European Commission Joint Research Center (JRC). TM5-FASST takes into account spatial features at the 

emission site as well as dispersion characteristics for the whole world. In this model, the world is divided 

into 56 emission source regions. The regions correspond to countries or a group of countries (see Table 

6.1). The TM5 model output consists of the change in concentration for each region, derived from gridded 

1°×1° concentration results, following a change in emission. This change is determined by lowering the 

year 2000 emissions (Lamarque et al. 2010) by 20% for each of the 56 source regions sequentially. The 

emission-normalized differences in pollutant concentration between the unperturbed and perturbed 

case, aggregated over each receptor region, are stored as the emission – concentration matrix elements. 

This procedure was performed for each (precursor) substance. i.e. NH3, NOx, SO2, and primary PM2.5. 
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6.2.2 From human intake to human health damage 

The human effect factor (dINC/dEXP) for health effect e caused by PM2.5 in receptor region j, 

representing the change in disease incidence due to a change in exposure concentration in ambient air, 

was determined by dividing the concentration-response function (CRF in m3∙yr-1∙kg-1) by the breathing 

rate BR (m3∙yr-1) (Gronlund et al. 2015) (equation 6.3). 

𝐸𝐹𝑒,𝑗 =
𝑑𝐼𝑁𝐶𝑗

𝑑𝐸𝑋𝑃𝑗
=
𝐶𝑅𝐹𝑒.𝑗

𝐵𝑅
         Equation 6.3 

Region-specific CRFs were calculated as follows (equation 6.4): 

𝐶𝑅𝐹𝑒,𝑗 =
(𝑅𝑅𝑒−1)∙𝑀𝑅𝑒,𝑗

(𝑅𝑅𝑒−1)∙𝐶𝑗+1
         Equation 6.4 

            

where RRe is the relative risk to obtain health effect e due to exposure to PM2.5 (per μg∙m-3), MRe,j is the 

mortality rate for health effect e in region j (deaths/person/yr), and Cj is the yearly average background 

concentration of PM2.5 in a region (μg∙m-3). 

We followed recommendations for RRs by Anenberg et al. (2010) and Friedrich et al. (2011), who focus 

on the world and Europe respectively, based on North American cohort studies. RRs for cardiopulmonary 

(1.013 per μg∙m-3), and lung cancer (1.014 per μg∙m-3) mortality from Krewski et al. (2009) were used. This 

study is the latest reanalysis of the American Cancer Society (ACS) PM2.5 studies (see e.g. Pope et al. 2002) 

and has by far the largest population of the available PM2.5 cohort studies, and this latest update involves 

better exposure data, longer follow-up (i.e. more deaths) and more comprehensive statistical analyses. 

Mortality rates per health effect (year 2005) were taken from the World Health Organization (WHO 

2015a), and simulated background concentrations per region for the year 2000 were taken from the TM5-

CTM reference run with the Lamarque et al. (2010) year 2000reference emission scenario.  

The Damage factor De,j is defined as the Disability Adjusted Life Years (DALY) associated to the health 

effect e per incidence case, which were estimated per receiving region j from the world health 

organization (WHO) world health estimates, year 2012 (WHO 2015b): 

𝐷𝐹𝑒,𝑗 =
𝑑𝐷𝐴𝐿𝑌𝑒,𝑗

𝑑𝐼𝑁𝐶𝑒,𝑗
         Equation 6.5 

For the DALY no discounting was included and uniform age weights were applied.  

6.3. Uncertainties 
The CFs were derived from emission-concentration sensitivities (dC/dM) obtained from a 20% emission 

perturbation. For a limited number of representative source regions the dC/dM coefficients were 

calculated for large perturbations of inorganic pollutants (-80%, +100%) and compared to the 

extrapolated 20% perturbation (Van Zelm et al. 2016). Relatively small maximum absolute deviations were 

seen, up to 5%. 



 

62 
 

TM5 includes the various emission stack heights. However, it does not differentiate between them to 

derive the CFs. Stack-height specific intake fractions can differ 2 orders of magnitude, as shown by 

Humbert et al. (2011). 

The native TM5 resolution of 1x1 degree at the receptor level does not reflect possible sub-grid gradients 

in PM and ozone that are expected when large population gradients occur within the grid (like isolated 

urban areas), leading to a possible underestimation of exposure. Van Zelm et al. (2016) compared area-

weighted and population-weighted concentration and found that, aggregated at the level of the receptor 

regions used in this study, the largest deviations in exposure concentrations were found for Australia, 

Philippines, and Japan with population-weighted concentrations 12-19% higher compared to area-

weighted concentrations. For all other regions, the deviation (over- or underestimation) between area 

and population-weighted PM2.5 was less than 10%.  

In this research, only effects of lung cancer and cardiopulmonary mortality were included, neglecting 

morbidity due to, e.g. COPD and chronic bronchitis. The choice was made to include mortality with the 

largest share to human health damage caused by PM2.5, and of which the most certain epidemiological 

data are available. Due to this, total human health damage is slightly underestimated. Van Zelm et al. 

(2008) showed, for example, that 99% of DALYs due to PM10 is caused by chronic mortality. 

  6.4.  Value choices 

6.4.1.  Time horizon  

For human health damage due to fine dust, time horizon is not of importance as only short-living 

substances are involved. 

 

6.4.2. Level of robustness 

As outlined by De Schryver et al. (2011), evidence for effects from primary PM is available (Pope et al. 

2009) and therefore considered robust. There is evidence concerning human health risks at ambient 

concentrations of secondary PM from SO2, NOx and NH3 is available. However, the level of effect is still 

under debate (De Schryver et al. 2011). Reiss et al. (2007) do show that there are more studies indicating 

health effects from secondary PM from SO2 than from NOx or NH3. For certain effects, thus only PM2.5 is 

considered, while for all effects, all four provided CFs (PM2.5, SO2, NOx and NH3) are to be used together. 

 

6.5.  Resulting characterization factors 
Figure 6.2 shows the region-specific characterization factors for human health for PM2.5 precursor 

emissions. Lowest factors were obtained for emissions of NOx on the Southern Hemisphere, while largest 

factors were obtained for primary PM2.5 emissions in Central Asia. The emission weighted average for the 

world for PM2.5 is 6.29∙10-4 DALY∙kg-1 (with a minimum of 9.40∙10-6 and a maximum of 4.02∙10-3 DALY∙kg-

1). The emission weighted average for the world for NH3 is 1.61∙10-4 DALY∙kg-1 (3.30∙10-6 to 1.34∙10-3 

DALY∙kg-1), for NOx 7.62∙10-5 DALY∙kg-1 (4.43∙10-7 to 3.65∙10-4 DALY∙kg-1), and for SO2 1.83∙10-4 DALY∙kg-1 

(1.40∙10-5 to 9.45∙10-4 DALY∙kg-1). For each country the region-specific factor was allocated to it. Table 6.1 
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provides the characterization factors for each country. Table 6.2 provides the continent-specific emission 

weighted average characterization factors. 

Primary PM2.5 

 

NH3 

 

NOx 

 

SO2  

 

Figure 6.2.: Characterization factors for human health damage caused by fine dust formation (10-6 DALY∙kg-1) (Taken from Van 

Zelm et al. 2016). 

Table 6.1: Country-specific endpoint characterization factors for human health damage due to particulate matter formation 
(DALY∙kg-1) (Van Zelm et al. 2016). 

 certain effects 
[DALY/kg] 

all effects [DALY/kg] 

Country PM2.5 PM2.5 NH3 NOx SO2 

Afghanistan 4.02E-03 4.02E-03 1.13E-04 3.65E-04 9.45E-04 

Albania 9.59E-04 9.59E-04 3.56E-04 1.65E-04 1.49E-04 

Algeria 6.63E-04 6.63E-04 6.39E-05 3.39E-05 1.58E-04 

Angola 6.26E-05 6.26E-05 4.08E-06 8.46E-07 4.59E-05 

Argentina 2.13E-04 2.13E-04 6.44E-06 4.43E-07 6.34E-05 

Armenia 1.35E-03 1.35E-03 3.81E-04 7.99E-05 1.35E-04 

Aruba 1.58E-04 1.58E-04 2.46E-05 6.85E-06 4.72E-05 

Australia 2.03E-05 2.03E-05 3.30E-06 6.90E-07 1.40E-05 

Austria 1.20E-03 1.20E-03 7.36E-04 1.59E-04 1.72E-04 

Azerbaijan 1.35E-03 1.35E-03 3.81E-04 7.99E-05 1.35E-04 

Bahamas 1.58E-04 1.58E-04 2.46E-05 6.85E-06 4.72E-05 

Bahrain 5.63E-04 5.63E-04 1.44E-04 4.71E-05 2.09E-04 

Bangladesh 4.02E-03 4.02E-03 1.13E-04 3.65E-04 9.45E-04 

Barbados 1.58E-04 1.58E-04 2.46E-05 6.85E-06 4.72E-05 

Belgium 1.29E-03 1.29E-03 7.00E-04 1.35E-04 1.36E-04 
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Belize 1.58E-04 1.58E-04 2.46E-05 6.85E-06 4.72E-05 

Benin 2.44E-04 2.44E-04 1.48E-05 3.25E-06 9.31E-05 

Bhutan 4.02E-03 4.02E-03 1.13E-04 3.65E-04 9.45E-04 

Bolivia 7.11E-05 7.11E-05 1.98E-05 3.52E-06 6.52E-05 

Bosnia and Herzegovina 9.59E-04 9.59E-04 3.56E-04 1.65E-04 1.49E-04 

Botswana 6.26E-05 6.26E-05 4.08E-06 8.46E-07 4.59E-05 

Brazil 9.65E-05 9.65E-05 1.09E-05 4.87E-07 6.36E-05 

Brunei 9.67E-05 9.67E-05 1.53E-05 6.55E-06 6.03E-05 

Bulgaria 1.22E-03 1.22E-03 3.53E-04 1.99E-04 1.66E-04 

Burkina Faso 2.44E-04 2.44E-04 1.48E-05 3.25E-06 9.31E-05 

Burundi 1.41E-04 1.41E-04 7.92E-06 2.67E-06 1.08E-04 

Byelarus 1.34E-03 1.34E-03 3.91E-04 1.80E-04 1.71E-04 

Cambodia 3.37E-04 3.37E-04 2.34E-05 2.92E-05 1.65E-04 

Cameroon 2.44E-04 2.44E-04 1.48E-05 3.25E-06 9.31E-05 

Canada 8.78E-05 8.78E-05 8.12E-05 1.93E-05 2.86E-05 

Cape Verde 2.44E-04 2.44E-04 1.48E-05 3.25E-06 9.31E-05 

Central African Republic 1.41E-04 1.41E-04 7.92E-06 2.67E-06 1.08E-04 

Chad 1.41E-04 1.41E-04 7.92E-06 2.67E-06 1.08E-04 

Chile 6.57E-04 6.57E-04 2.43E-04 3.16E-06 3.21E-05 

China 1.70E-03 1.70E-03 4.17E-04 2.26E-04 2.68E-04 

China 1.70E-03 1.70E-03 4.17E-04 2.26E-04 2.68E-04 

China, Hong Kong Special 
Administrative Region 

1.70E-03 1.70E-03 4.17E-04 2.26E-04 2.68E-04 

Colombia 7.11E-05 7.11E-05 1.98E-05 3.52E-06 6.52E-05 

Comoros 1.41E-04 1.41E-04 7.92E-06 2.67E-06 1.08E-04 

Congo 2.44E-04 2.44E-04 1.48E-05 3.25E-06 9.31E-05 

Costa Rica 1.58E-04 1.58E-04 2.46E-05 6.85E-06 4.72E-05 

Croatia 9.59E-04 9.59E-04 3.56E-04 1.65E-04 1.49E-04 

Cuba 1.58E-04 1.58E-04 2.46E-05 6.85E-06 4.72E-05 

Cyprus 6.54E-04 6.54E-04 1.57E-04 1.42E-04 1.74E-04 

Czech Republic 1.19E-03 1.19E-03 6.52E-04 1.41E-04 1.36E-04 

Democratic Republic of the 
Congo 

1.41E-04 1.41E-04 7.92E-06 2.67E-06 1.08E-04 

Denmark 3.10E-04 3.10E-04 1.11E-04 9.09E-05 7.05E-05 

Djibouti 1.41E-04 1.41E-04 7.92E-06 2.67E-06 1.08E-04 

Dominican Republic 1.58E-04 1.58E-04 2.46E-05 6.85E-06 4.72E-05 

Ecuador 7.11E-05 7.11E-05 1.98E-05 3.52E-06 6.52E-05 

Egypt 2.18E-03 2.18E-03 7.59E-04 2.13E-05 1.69E-04 

El Salvador 1.58E-04 1.58E-04 2.46E-05 6.85E-06 4.72E-05 

Equatorial Guinea 2.44E-04 2.44E-04 1.48E-05 3.25E-06 9.31E-05 

Eritrea 1.41E-04 1.41E-04 7.92E-06 2.67E-06 1.08E-04 

Estonia 8.12E-04 8.12E-04 4.76E-04 8.95E-05 1.28E-04 

Ethiopia 1.41E-04 1.41E-04 7.92E-06 2.67E-06 1.08E-04 

Fiji 1.14E-05 1.14E-05 6.92E-06 2.52E-06 1.02E-04 

Finland 2.38E-04 2.38E-04 2.43E-04 4.21E-05 5.34E-05 

France 8.16E-04 8.16E-04 1.87E-04 1.04E-04 1.47E-04 

French Guiana 7.11E-05 7.11E-05 1.98E-05 3.52E-06 6.52E-05 

Gabon 2.44E-04 2.44E-04 1.48E-05 3.25E-06 9.31E-05 

Gambia, The 2.44E-04 2.44E-04 1.48E-05 3.25E-06 9.31E-05 

Georgia 1.35E-03 1.35E-03 3.81E-04 7.99E-05 1.35E-04 

Germany 1.33E-03 1.33E-03 4.82E-04 1.70E-04 1.66E-04 

Ghana 2.44E-04 2.44E-04 1.48E-05 3.25E-06 9.31E-05 

Greece 6.54E-04 6.54E-04 1.57E-04 1.42E-04 1.74E-04 

Greenland 8.78E-05 8.78E-05 8.12E-05 1.93E-05 2.86E-05 

Grenada 1.58E-04 1.58E-04 2.46E-05 6.85E-06 4.72E-05 

Guadeloupe 1.58E-04 1.58E-04 2.46E-05 6.85E-06 4.72E-05 
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Guatemala 1.58E-04 1.58E-04 2.46E-05 6.85E-06 4.72E-05 

Guinea 2.44E-04 2.44E-04 1.48E-05 3.25E-06 9.31E-05 

Guinea-Bissau 2.44E-04 2.44E-04 1.48E-05 3.25E-06 9.31E-05 

Guyana 7.11E-05 7.11E-05 1.98E-05 3.52E-06 6.52E-05 

Haiti 1.58E-04 1.58E-04 2.46E-05 6.85E-06 4.72E-05 

Honduras 1.58E-04 1.58E-04 2.46E-05 6.85E-06 4.72E-05 

Hungary 1.44E-03 1.44E-03 5.71E-04 1.33E-04 1.56E-04 

Iceland 2.46E-04 2.46E-04 3.87E-05 4.78E-05 4.80E-05 

India 3.36E-03 3.36E-03 1.73E-04 3.16E-04 8.32E-04 

Indonesia 1.88E-04 1.88E-04 6.41E-06 1.11E-05 9.44E-05 

Iran 5.63E-04 5.63E-04 1.44E-04 4.71E-05 2.09E-04 

Iraq 5.63E-04 5.63E-04 1.44E-04 4.71E-05 2.09E-04 

Ireland 1.27E-03 1.27E-03 3.99E-04 6.31E-05 1.07E-04 

Israel 7.55E-04 7.55E-04 1.96E-04 3.21E-05 1.78E-04 

Italy 1.61E-03 1.61E-03 5.18E-04 1.80E-04 2.17E-04 

Ivory Coast 2.44E-04 2.44E-04 1.48E-05 3.25E-06 9.31E-05 

Jamaica 1.58E-04 1.58E-04 2.46E-05 6.85E-06 4.72E-05 

Japan 1.47E-03 1.47E-03 4.12E-04 3.68E-05 1.49E-04 

Jordan 7.55E-04 7.55E-04 1.96E-04 3.21E-05 1.78E-04 

Kazakhstan 2.41E-04 2.41E-04 1.21E-04 6.35E-05 5.69E-05 

Kenya 1.41E-04 1.41E-04 7.92E-06 2.67E-06 1.08E-04 

Kuwait 5.63E-04 5.63E-04 1.44E-04 4.71E-05 2.09E-04 

Kyrgyzstan 1.08E-03 1.08E-03 3.55E-04 4.20E-05 1.48E-04 

Laos 3.37E-04 3.37E-04 2.34E-05 2.92E-05 1.65E-04 

Latvia 8.12E-04 8.12E-04 4.76E-04 8.95E-05 1.28E-04 

Lebanon 7.55E-04 7.55E-04 1.96E-04 3.21E-05 1.78E-04 

Lesotho 3.15E-04 3.15E-04 5.53E-05 2.11E-06 4.64E-05 

Liberia 2.44E-04 2.44E-04 1.48E-05 3.25E-06 9.31E-05 

Libya 6.63E-04 6.63E-04 6.39E-05 3.39E-05 1.58E-04 

Lithuania 8.12E-04 8.12E-04 4.76E-04 8.95E-05 1.28E-04 

Luxembourg 1.29E-03 1.29E-03 7.00E-04 1.35E-04 1.36E-04 

Macedonia 9.59E-04 9.59E-04 3.56E-04 1.65E-04 1.49E-04 

Madagascar 1.41E-04 1.41E-04 7.92E-06 2.67E-06 1.08E-04 

Malawi 6.26E-05 6.26E-05 4.08E-06 8.46E-07 4.59E-05 

Malaysia 9.67E-05 9.67E-05 1.53E-05 6.55E-06 6.03E-05 

Maldives 3.36E-03 3.36E-03 1.73E-04 3.16E-04 8.32E-04 

Mali 2.44E-04 2.44E-04 1.48E-05 3.25E-06 9.31E-05 

Malta 1.61E-03 1.61E-03 5.18E-04 1.80E-04 2.17E-04 

Martinique 1.58E-04 1.58E-04 2.46E-05 6.85E-06 4.72E-05 

Mauritania 2.44E-04 2.44E-04 1.48E-05 3.25E-06 9.31E-05 

Mauritius 1.41E-04 1.41E-04 7.92E-06 2.67E-06 1.08E-04 

Mexico 2.20E-04 2.20E-04 4.23E-05 9.39E-06 5.26E-05 

Moldova 1.34E-03 1.34E-03 3.91E-04 1.80E-04 1.71E-04 

Mongolia 7.18E-04 7.18E-04 8.23E-05 8.82E-05 1.54E-04 

Morocco 6.63E-04 6.63E-04 6.39E-05 3.39E-05 1.58E-04 

Mozambique 6.26E-05 6.26E-05 4.08E-06 8.46E-07 4.59E-05 

Myanmar (Burma) 3.37E-04 3.37E-04 2.34E-05 2.92E-05 1.65E-04 

Namibia 6.26E-05 6.26E-05 4.08E-06 8.46E-07 4.59E-05 

Nepal 4.02E-03 4.02E-03 1.13E-04 3.65E-04 9.45E-04 

Netherlands 1.29E-03 1.29E-03 7.00E-04 1.35E-04 1.36E-04 

Netherlands Antilles 1.58E-04 1.58E-04 2.46E-05 6.85E-06 4.72E-05 

New Zealand 9.40E-06 9.40E-06 5.83E-05 9.45E-07 1.08E-04 

Nicaragua 1.58E-04 1.58E-04 2.46E-05 6.85E-06 4.72E-05 

Niger 2.44E-04 2.44E-04 1.48E-05 3.25E-06 9.31E-05 

Nigeria 2.44E-04 2.44E-04 1.48E-05 3.25E-06 9.31E-05 

North Korea 7.18E-04 7.18E-04 8.23E-05 8.82E-05 1.54E-04 
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Norway 2.46E-04 2.46E-04 3.87E-05 4.78E-05 4.80E-05 

Oman 5.63E-04 5.63E-04 1.44E-04 4.71E-05 2.09E-04 

Pakistan 4.02E-03 4.02E-03 1.13E-04 3.65E-04 9.45E-04 

Panama 1.58E-04 1.58E-04 2.46E-05 6.85E-06 4.72E-05 

Papua New Guinea 1.14E-05 1.14E-05 6.92E-06 2.52E-06 1.02E-04 

Paraguay 7.11E-05 7.11E-05 1.98E-05 3.52E-06 6.52E-05 

Peru 7.11E-05 7.11E-05 1.98E-05 3.52E-06 6.52E-05 

Philippines 5.61E-04 5.61E-04 7.99E-05 1.74E-05 4.53E-05 

Poland 8.12E-04 8.12E-04 4.76E-04 8.95E-05 1.28E-04 

Portugal 6.10E-04 6.10E-04 1.06E-04 6.34E-05 1.52E-04 

Puerto Rico 1.58E-04 1.58E-04 2.46E-05 6.85E-06 4.72E-05 

Qatar 5.63E-04 5.63E-04 1.44E-04 4.71E-05 2.09E-04 

Reunion 1.41E-04 1.41E-04 7.92E-06 2.67E-06 1.08E-04 

Romania 1.71E-03 1.71E-03 4.46E-04 2.73E-04 2.10E-04 

Russia 1.27E-04 1.27E-04 4.15E-05 6.15E-05 5.31E-05 

Russia Europe 1.35E-03 1.35E-03 3.81E-04 7.99E-05 1.35E-04 

Rwanda 1.41E-04 1.41E-04 7.92E-06 2.67E-06 1.08E-04 

Saint Lucia 1.58E-04 1.58E-04 2.46E-05 6.85E-06 4.72E-05 

Saint Vincent and the 
Grenadines 

1.58E-04 1.58E-04 2.46E-05 6.85E-06 4.72E-05 

Samoa 1.14E-05 1.14E-05 6.92E-06 2.52E-06 1.02E-04 

Saudi Arabia 5.63E-04 5.63E-04 1.44E-04 4.71E-05 2.09E-04 

Senegal 2.44E-04 2.44E-04 1.48E-05 3.25E-06 9.31E-05 

Serbia 9.59E-04 9.59E-04 3.56E-04 1.65E-04 1.49E-04 

Sierra Leone 2.44E-04 2.44E-04 1.48E-05 3.25E-06 9.31E-05 

Singapore 9.67E-05 9.67E-05 1.53E-05 6.55E-06 6.03E-05 

Slovakia 1.19E-03 1.19E-03 6.52E-04 1.41E-04 1.36E-04 

Slovenia 1.20E-03 1.20E-03 7.36E-04 1.59E-04 1.72E-04 

Solomon Islands 1.14E-05 1.14E-05 6.92E-06 2.52E-06 1.02E-04 

Somalia 1.41E-04 1.41E-04 7.92E-06 2.67E-06 1.08E-04 

South Africa 3.15E-04 3.15E-04 5.53E-05 2.11E-06 4.64E-05 

South Korea 6.96E-04 6.96E-04 5.17E-04 2.71E-05 1.45E-04 

Spain 6.10E-04 6.10E-04 1.06E-04 6.34E-05 1.52E-04 

Sri Lanka 3.36E-03 3.36E-03 1.73E-04 3.16E-04 8.32E-04 

Sudan 1.41E-04 1.41E-04 7.92E-06 2.67E-06 1.08E-04 

Suriname 7.11E-05 7.11E-05 1.98E-05 3.52E-06 6.52E-05 

Swaziland 3.15E-04 3.15E-04 5.53E-05 2.11E-06 4.64E-05 

Sweden 3.10E-04 3.10E-04 1.11E-04 9.09E-05 7.05E-05 

Switzerland 1.48E-03 1.48E-03 1.34E-03 2.26E-04 2.07E-04 

Syria 7.55E-04 7.55E-04 1.96E-04 3.21E-05 1.78E-04 

Sao Tomo and Principe 2.44E-04 2.44E-04 1.48E-05 3.25E-06 9.31E-05 

Taiwan 3.51E-04 3.51E-04 2.25E-04 9.01E-06 1.31E-04 

Tajikistan 1.08E-03 1.08E-03 3.55E-04 4.20E-05 1.48E-04 

Tanzania, United Republic of 1.41E-04 1.41E-04 7.92E-06 2.67E-06 1.08E-04 

Thailand 2.31E-04 2.31E-04 1.11E-05 9.91E-06 8.83E-05 

Togo 2.44E-04 2.44E-04 1.48E-05 3.25E-06 9.31E-05 

Tonga 1.14E-05 1.14E-05 6.92E-06 2.52E-06 1.02E-04 

Trinidad and Tobago 1.58E-04 1.58E-04 2.46E-05 6.85E-06 4.72E-05 

Tunisia 6.63E-04 6.63E-04 6.39E-05 3.39E-05 1.58E-04 

Turkey 8.14E-04 8.14E-04 2.28E-04 1.45E-04 1.99E-04 

Turkmenistan 1.08E-03 1.08E-03 3.55E-04 4.20E-05 1.48E-04 

Uganda 1.41E-04 1.41E-04 7.92E-06 2.67E-06 1.08E-04 

Ukraine 1.34E-03 1.34E-03 3.91E-04 1.80E-04 1.71E-04 

United Arab Emirates 5.63E-04 5.63E-04 1.44E-04 4.71E-05 2.09E-04 

United Kingdom 1.27E-03 1.27E-03 3.99E-04 6.31E-05 1.07E-04 

United States 4.55E-04 4.55E-04 1.53E-04 1.41E-05 5.29E-05 
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Uruguay 2.13E-04 2.13E-04 6.44E-06 4.43E-07 6.34E-05 

Uzbekistan 1.08E-03 1.08E-03 3.55E-04 4.20E-05 1.48E-04 

Vanuatu 1.14E-05 1.14E-05 6.92E-06 2.52E-06 1.02E-04 

Venezuela 7.11E-05 7.11E-05 1.98E-05 3.52E-06 6.52E-05 

Vietnam 9.61E-04 9.61E-04 7.21E-05 1.43E-05 2.11E-04 

Western Sahara 6.63E-04 6.63E-04 6.39E-05 3.39E-05 1.58E-04 

Yemen 5.63E-04 5.63E-04 1.44E-04 4.71E-05 2.09E-04 

Zambia 6.26E-05 6.26E-05 4.08E-06 8.46E-07 4.59E-05 

Zimbabwe 6.26E-05 6.26E-05 4.08E-06 8.46E-07 4.59E-05 

 
 
Table 6.2: Continent-specific endpoint characterization factors for human health damage due to particulate matter formation 
(DALY∙kg-1) (Van Zelm et al. 2016). 

 certain effects 
[DALY/kg] 

all effects [DALY/kg] 

Continent PM2.5 PM2.5 NH3 NOx SO2 

Africa 1.62E-04 1.62E-04 1.75E-05 4.86E-06 8.66E-05 

Asia 1.35E-03 1.35E-03 1.92E-04 1.60E-04 3.24E-04 

Europe 5.95E-04 5.95E-04 2.71E-04 1.05E-04 1.37E-04 

North America 3.09E-04 3.09E-04 1.38E-04 1.47E-05 4.95E-05 

Oceania 1.94E-05 1.94E-05 1.05E-05 7.72E-07 1.86E-05 

South America 1.24E-04 1.24E-04 2.12E-05 3.59E-06 5.35E-05       
World Weighted Average 6.29E-04 6.29E-04 1.61E-04 7.62E-05 1.83E-04 
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7.1. Environmental mechanism and impact categories covered 

 
Terrestrial acidification is characterized by changes in soil chemical properties following the deposition of 
nutrients (namely, nitrogen and sulfur) in acidifying forms. Here, we assess the environmental impact of 
nitrogen oxides (NOx), ammonia (NH3), and sulfur dioxide (SO2), see Figure 7.1. In addition to soil pH 
decline (i.e. increase in hydrogen cation concentration in the soil), the increase in acidifying nutrients 
concentration in the soil leads to the decline in base saturation and the increase of aluminum dissolved in 
soil solution. This decline in soil fertility may lead to an increase in plant tissue yellowing and seed 
germination failure and a decrease in new root production, thereby reducing photosynthetic rates and 
plant biomass and, in extreme cases, plant diversity (Falkengren-Grerup 1986; Roem et al. 2000; Zvereva 
et al. 2008). 
 

 
Figure 7.1: Illustration of the impact pathway represented in equation 7.1. 

 
The impact category covered by this environmental mechanism is the ecosystem quality. The acidification 
impact is related to the atmospheric transport of the emitted pollutants and their subsequent impact on 
soil pH (described by the fate factor), and to the sensitivity of the ecosystem to soil acidity (described by 
the effect factor). Here, the effect factor is based on the decline in richness of vascular plants. Note that 
in cases where acidifying pollutants are released to human-built structures (e.g. buildings and statues) 
there can be aesthetic impacts of terrestrial acidification. However, this mechanism is not taken into 
account in this framework. 

 
The coverage of the endpoint characterization factor (CF) is global. Of the three effect factor models (i.e. 
linear, marginal, and average approaches), we chose the marginal one. The spatial resolution of the CF is 
2.0° x 2.5°. 

mailto:azevedol@iiasa.ac.at
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7.2.  Calculation of the characterization factors at endpoint level 
An endpoint characterization factor (PDF·yr·kg-1, see Figure 7.1 for illustration of impact pathway) for 
emitting cell i for pollutant p (i.e. NOx, NH3, or SO2) is described as 
 

𝐶𝐹𝑒𝑛𝑑,𝑖,𝑝 = ∑ 𝐴𝐹𝑖→𝑗,𝑝 ∙ 𝑆𝐹𝑗,𝑝 ∙ 𝐸𝐹𝑗𝑗,𝑝        Equation 7.1 

 
where AFi→j,p is the atmospheric fate factor of pollutant p from cell i to receiving cell j, SFj,p is the soil 
sensitivity factor, and EFj is the effect factor in cell j.  

 
Figure 7.2: Illustration of the (a) atmospheric transport, adapted from Roy et al. (2012b), (b) soil chemistry, and (c) the logistic 
regression originating effect model, adapted from Azevedo (2014). In (a), the flows through six possible transport pathways 
into and out of a receiving cell j (one pathway represented by Oj,i) and the accumulated mass of pollutant in j (Aj) in the 
atmospheric compartment are used in a mass balance of the source-receptor matrix (SRM). In (b), the flow of positively 
charged ions (+) originating from the dissociation of sulfuric acid and nitrous acid and from the reduction of ammonia prompts 
base cations to be leached out of the soil profile (here, the middle soil layer is amplified for illustration purposes). In (c), the 
potentially not occurring fraction (PNOF) of species as a logistic function of pH is determined with the lowest tolerable pH 
condition (illustrated as the black tip of the grey bar pH range) for individual species (Oi) recorded in observational field studies. 

 
Atmospheric fate factor 
 
The atmospheric fate factor (keq·ha-1·kg-1) is described as 
 

𝐴𝐹𝑖→𝑗,𝑝 =
𝑑𝐷𝐸𝑃𝑗,𝑝

𝑑𝐸𝑀𝑖,𝑝
         Equation 7.2 

 
where dDEP (keq·yr-1·ha-1) is the relative increase in deposition of pollutant p onto the terrestrial 
compartment j following an increase in the emission of p from emitting cell i, dEM (kg-1·yr), by 10% relative 
to a reference year (2005) (Roy et al. 2012b).  
 
The unit of the AF is given as kiloequivalent of electric charge (keq) per mass of emitted pollutant per 
given area (therefore, keq·ha-1·kg-1). (The unit of electric charge can be converted from a mass of 
deposited pollutant by taking the atomic weight and the valence of the atom deposited. For example, 1 
mol of sulfur is equal to 64.13eq, because the atomic weight of S is 32.07 and its valence is 2). 

 
The AF is derived based on the tropospheric chemistry model GEOS-Chem, which is described in detail by 
Roy et al. (2012b). It considers various photochemical reactions and the flow of particles that is influenced 
by temperature and atmospheric pressure differences, described in detail by Evans & Jingqiu (2009). The 
model includes transboundary transport across countries and across continents. The inventory of 
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emissions in 2005 includes anthropogenic sources, e.g. fossil fuel, and biofuel, and biomass burning as 
well as non-anthropogenic sources (for example, sulfur in volcanic ash and nitrous oxides from soils and 
produced with lightning). Note that the AF describes a relative change in emissions from a given year. 
Thereby the inclusion of natural sources of acidifying pollutants should not influence the estimation of 
the environmental impact as long as the reference year is representative of other years. The year of 2005 
is chosen since it is a representative average of the period from 1961 to 1990 according to the National 
Climatic Data Center of the National Oceanic and Atmospheric Administration (NOAA 2005). 

 
The atmospheric fate model consists of a three-dimensional transport from emitting cell i to receptor cell 
j and is calculated with a source-receptor matrix (SRM) of the transport of pollutant p within the 
atmospheric compartment in six possible directions, i.e. latitude-wise (north and south), longitude-wise 
(east and west), and altitude-wise (upwards and downwards), with a total of 615,888 compartments 
included in the SRM. The SRM is the pollutant mass balance of the mass of emitting cells. The mass across 
all receiving compartments are equal for a given year (in this case, 2005), see illustration in Figure 7.2a. 
 
Soil sensitivity factor 
 
The soil sensitivity factor (mol H·L-1·ha·keq-1·yr) is described as 
 

𝑆𝐹𝑗,𝑝 =
𝑑𝐶𝑗

𝑑𝐷𝐸𝑃𝑗,𝑝
          Equation 7.3 

 
where dCj is the increase in hydrogen ion concentration (mol H·L-1) following an increase in dDEP for 
pollutant p in receiving cell j. The SF is derived based on the steady-state soil chemistry model PROFILE 
and is described in detail by Roy et al. (2012a). It includes various parameters of soil chemistry (e.g. 
dissolved organic carbon, soil bulk density and texture) and climate (i.e. precipitation and temperature). 
The model consists of a two-dimensional mass balance of positive ions originating from atmospheric 
deposition. The exchanges of cations include soil chemical reactions with hydrogen ions, aluminum, base 
cations (i.e. potassium, calcium, and magnesium), and silicon. 

 
The mass balance was performed in each receiving cell j, with resolution 2.0° x 2.5° worldwide (and, thus, 
99, 515 cells in total), across five 20cm soil layers of the first meter of soil, see illustration in Figure 7.2b. 
The total impact on the five soil layers of cell j was weighted based on the fraction of roots in each layer. 
The distribution of roots in the first meter of soil was reported by Jackson et al. (1996) for each of the 
fourteen terrestrial world biomes. We used the biome map provided by Olson et al. (2001) to define the 
biome occupying each cell j. The parameters for the SF calculation are reported by Roy et al. (2012a). 

 
Effect factor 

 
The effect factor (mol H-1·L) is described as 

 

𝐸𝐹𝑗 =
𝑆𝐷𝑗·𝐴𝑗∙𝑀𝐸𝐹𝑗

𝑆𝑔𝑙𝑜𝑏𝑎𝑙
         Equation 7.4 

 
where MEF is the marginal effect factor (mol H-1·L), Aj refers to the terrestrial ecosystem area in grid cell j 
(ha), SDj is the species density of vascular plant species in grid cell j (species/ha) and Sglobal is the total 
number of plant species taken from Kier et al. (2009), which is 315’903. 
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Note that the unit of the EF is the loss of vascular plant species in j relative to the total number of vascular 
plant species worldwide per mol/l increase of H+ concentration. In this work, we equate potentially not 
occurring fraction with PDF. This relationship allows for an estimation of the actual potential global species 
loss. 
 
The vascular plant richness density SD is derived from the vascular plant richness (see illustration in Figure 
7.3), derived by Kier et al. (2009), and the area of each region. The species density and total species 
richness are used as a proxy for vulnerability (i.e. how many species are potentially affected), since 
vulnerability maps, as calculated for animal species based on IUCN data is not available. 
 
The marginal effect factor is described as 
 

𝑀𝐸𝐹𝑗 =
𝑑𝑃𝐷𝐹𝑗

𝑑𝐶𝑗
=
𝑑𝑃𝑁𝑂𝐹𝑗

𝑑𝐶𝑗
        Equation 7.5 

 
where dPDF and dPNOF are the marginal increase in the potentially disappearing and not occurring 
fractions (both dimensionless) following a marginal increase in dCj in j. Since the EF describes a marginal 
increase to PDF, the reference state for the changes in PDF is the PNOF prior to the increase in hydrogen 
ion concentrations in the soil. 

 
The EF model is based on a probabilistic model of the PNOF as a logistic function of hydrogen ions 
(Equation 7.6) and it is described in detail by Roy et al. (2014). The logistic function describes the 
cumulative fraction of absent species with increasing hydrogen ion concentration, Figure 7.2c. The inputs 
for the derivation of the EF are the two parameters of the logistic function, i.e. the ion concentration at 
which PNOF is 0.5 (α) and the slope of the function (β), and the hydrogen ion concentration resulting from 
the acidic deposition in receiving cell j, Cj. 

 

𝑃𝑁𝑂𝐹𝑗 =
1

1+𝑒
−
𝑙𝑜𝑔10𝐶𝑗−𝛼𝑗

𝛽𝑗

         Equation 7.6 

 
The two logistic function parameters (α and β) were derived at resolution of biome and the hydrogen ion 
variable, Cj, was derived for each 2.0° x 2.5° receiving cell j with the PROFILE model. The biome-specific α 
and β parameters were derived from logistic regressions which used the maximum tolerance hydrogen 
ion concentration of each species subsisting in that biome, see illustration in Figure 2c. Species-specific 
data on minimum tolerable pH per biome (from which maximum hydrogen ion concentration in cell j, Cj, 
were derived) were reported by Azevedo et al. (2013). The biome-specific parameters for the EF 
calculation are shown in Figure 7.5. Grid-specific CFs are shown in Figure 7.4. Country, continent, and 
world CFs were derived based on a weighted average of emissions of SO2, NH3 and NOx repsectively (IIASA 
2015), within the aggregation unit level (see Excel file and Tables 7.1 and 7.2). Global average values are 
6.6E-14 PDF·kg-1·yr, 3.1-14 PDF·kg-1·yr and 1.9E-14 PDF·kg-1·yr for SO2, NOx and NH3, respectively. 
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Figure 7.3: Relative species richness of vascular plants (species·km-2) derived from Kier et al. (2009). 

 
 
 
 
Contribution to variance 
Soil chemical processes, estimated by Roy et al. (2012a), contribute the most to the variance in the NOx, 
NH3, and SO2 emission impacts (Roy et al. 2014). The uncertainty in the parameters on which the EF is 
based contributes the most to the variability in the effect factors. 

 

7.3. Uncertainties 

The fate factors for terrestrial acidification are based on an atmospheric deposition and on a chemical soil 
property model, whereby an increase in 10% of atmospheric emission of an acidifying pollutant prompts 
an increase in atmospheric deposition and, consequently, an increase in hydrogen ions in soil solution 
(Roy et al. 2012a; Roy et al. 2012b). The atmospheric model includes transport across continents and it 
depends upon the dispersion of the pollutant, weather characteristics, and the locations of emission and 
deposition. The soil sensitivity model is influenced by the capacity of the receiving soil to buffer acidifying 
pollutants and fraction land in the receiving grid. 

 
The atmospheric fate and soil sensitivity models can also be verified by comparison with an existing 
endpoint characterization model covering Europe (van Zelm et al. 2007). This comparison is skewed since 
the transportation pathways of N and S forms are not exactly the same for both fate models. van Zelm et 
al. (2007) do not account for transboundary atmospheric transport beyond Europe as the model is limited 
to that continent. Additionally, the stressor indicating acidification is not the same (base saturation in the 
model by van Zelm et al. (2007) and pH in the model of (Roy et al. 2014). 

 
There is sufficient evidence of the detrimental impact of terrestrial acidification on the performance of 
plants (Falkengren-Grerup 1986; Zvereva et al. 2008). Thus, the level of robustness of impact is fairly high. 
However, the effect model used to derive endpoint effect factors employs observational field data 
whereby the absence of species resulting from decreasing pH cannot be confirmed and, thus, proof of 
causality is problematic. Proof for causality would only be possible if the underlying data would consist of 
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controlled (not observational) experiments in which the high level of a stressor (in this case, high hydrogen 
ion levels) would be the primary cause for a species becoming absent. 

 
The failure to record the species at a specific pH may be human related, such as (1) an incomplete survey 
of the existing species or of the existing pH, but also due to natural causes, such as that (2) the species 
may be rare and difficult to spot, (3) extreme pH may be tolerated by the species but may not be found 
under natural conditions, or (4) the pH is tolerated by the species but the species absence is due to another 
stressor. For a detailed description of the downsides of observational field data for conducting impact 
assessments, see Azevedo (2014). Because of the possible underestimation of the minimum pH tolerated 
by the species, the level of evidence of the effect model specifically employed here is considered low. 
 
The variance across CFs is most explained by either the atmospheric fate factor or the soil sensitivity 
factor, depending on the pollutant considered (Roy et al. 2014). 

7.4. Value Choices 

The time horizon for this impact category is not relevant since it is assumed that the impact occurs at the 
moment of emission of NOx, NH3, or SO2 to the atmospheric compartment. No choices are thus modelled 
for fate and effect factor for terrestrial acidification. In total, the CFs are considered as low level of 
robustness, mainly because one out of the two pollutants of acidification (i.e. N) is also included in 
terrestrial eutrophication. It is therefore not possible to disentangle if detrimental effects are due to the 
increase in hydrogen ions (acidification) or increase in primary productivity (eutrophication). 
 
 
 
 
 
 
 
 
 
 
 
 



 

75 
 

 

 

 

Figure 7.4: Endpoint characterization factors (PDFkg-1·yr) based on vascular plant richness for (a) SO2, (b) NOx, and (c) NH3. 
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Table 7.1: Global endpoint characterization factors (PD·Fkg-1·yr) on a country level, based on vascular plant richness for SO2, 

NOx, and NH3. The relevant compartment here is the soil. 

COUNTRY 
CF SO2  
[PDF·yr/kg] 

CF NOx 
[PDF·yr/kg] 

CF NH3  
[PDF·yr/kg] 

Afghanistan 8.49E-16 8.23E-16 1.70E-15 
Albania 1.32E-13 5.95E-14 4.41E-14 
Algeria 3.99E-15 4.10E-15 5.97E-15 
Angola 5.88E-16 8.55E-16 5.54E-16 
Antarctica 0.00E+00 0.00E+00 0.00E+00 
Argentina 1.27E-15 1.11E-15 3.15E-16 
Armenia 2.97E-13 1.81E-13 1.93E-13 
Australia 2.12E-14 6.09E-14 8.41E-15 
Austria 3.86E-15 1.28E-15 2.78E-15 
Azerbaijan 2.58E-14 3.38E-14 4.72E-14 
Azores 0.00E+00 0.00E+00 0.00E+00 
Bahamas 0.00E+00 0.00E+00 0.00E+00 
Bangladesh 5.39E-17 2.46E-17 5.32E-17 
Belarus 4.29E-18 4.14E-18 6.90E-18 
Belgium 4.21E-17 3.19E-17 3.51E-17 
Belize 1.59E-13 2.65E-14 5.96E-14 
Benin 2.22E-18 2.68E-18 6.43E-18 
Bhutan 2.50E-13 1.01E-13 2.91E-13 
Bolivia 3.99E-12 1.07E-13 1.54E-13 
Bosnia and Herzegovina 7.73E-15 1.36E-14 3.93E-14 
Botswana 4.57E-16 1.33E-15 1.02E-15 
Brazil 5.54E-15 3.30E-15 7.27E-15 
Brunei Darussalam 1.71E-14 8.21E-15 1.62E-14 
Bulgaria 4.55E-15 9.14E-15 1.08E-14 
Burkina Faso 8.16E-19 2.41E-18 6.09E-18 
Burundi 1.08E-15 9.17E-16 1.36E-15 
Cambodia 4.81E-16 1.63E-16 5.62E-16 
Cameroon 2.98E-16 1.69E-16 1.69E-16 
Canada 2.28E-16 3.77E-17 3.02E-17 
Canarias 0.00E+00 0.00E+00 0.00E+00 
Cayman Islands 0.00E+00 0.00E+00 0.00E+00 
Central African Republic 8.95E-17 1.26E-16 9.69E-17 
Chad 9.37E-18 1.64E-18 6.34E-18 
Chile 6.66E-14 9.48E-15 2.94E-14 
China 5.04E-16 6.75E-16 2.32E-15 
Colombia 5.48E-12 3.25E-13 9.80E-14 
Comoros 0.00E+00 0.00E+00 0.00E+00 
Congo 1.91E-15 1.41E-15 1.54E-15 
Congo DRC 2.86E-16 2.25E-16 3.03E-16 
Cook Islands 0.00E+00 0.00E+00 0.00E+00 
Costa Rica 5.42E-15 1.54E-14 2.79E-14 
Côte d'Ivoire 1.54E-16 8.63E-17 5.52E-17 
Croatia 7.80E-17 9.06E-17 1.41E-16 
Cuba 4.14E-12 3.58E-13 2.76E-13 
Cyprus 2.34E-12 1.44E-12 8.11E-13 
Czech Republic 4.24E-17 1.73E-17 1.52E-17 
Denmark 5.33E-18 9.77E-18 5.62E-18 
Djibouti 2.14E-15 1.35E-15 1.12E-15 
Dominican Republic 5.46E-12 1.15E-12 2.06E-12 
Ecuador 6.66E-14 1.76E-14 7.44E-14 
Egypt 1.05E-15 2.24E-15 4.07E-16 
El Salvador 4.48E-13 9.27E-14 5.46E-12 
Equatorial Guinea 0.00E+00 0.00E+00 0.00E+00 



 

77 
 

Eritrea 6.69E-16 4.44E-16 2.51E-16 
Estonia 1.95E-18 3.03E-18 1.76E-18 
Ethiopia 1.19E-15 9.14E-16 8.58E-16 
Falkland Islands 0.00E+00 0.00E+00 0.00E+00 
Fiji 0.00E+00 0.00E+00 0.00E+00 
Finland 5.60E-18 2.31E-18 2.53E-18 
France 5.04E-16 4.19E-16 4.92E-16 
French Guiana 0.00E+00 0.00E+00 0.00E+00 
French Polynesia 0.00E+00 0.00E+00 0.00E+00 
French Southern Territories 0.00E+00 0.00E+00 0.00E+00 
Gabon 5.53E-16 5.37E-16 6.25E-16 
Gambia 2.17E-13 5.08E-14 3.16E-14 
Georgia 2.49E-15 4.00E-15 3.03E-15 
Germany 3.57E-16 2.30E-16 5.39E-16 
Ghana 4.52E-17 3.71E-17 3.13E-17 
Greece 2.25E-14 4.10E-14 5.58E-14 
Greenland 0.00E+00 0.00E+00 0.00E+00 
Guadeloupe 0.00E+00 0.00E+00 0.00E+00 
Guatemala 2.75E-14 6.05E-15 1.15E-14 
Guinea 1.64E-16 6.79E-17 6.04E-17 
Guinea-Bissau 1.03E-13 4.87E-14 6.28E-14 
Guyana 1.13E-17 9.02E-17 4.28E-16 
Haiti 3.20E-13 1.54E-13 1.14E-13 
Honduras 5.45E-15 4.16E-16 2.78E-16 
Hungary 3.98E-17 2.17E-17 1.62E-17 
Iceland 1.13E-18 2.25E-18 1.99E-17 
India 6.55E-16 3.21E-16 1.50E-15 
Indonesia 8.72E-16 1.03E-15 9.22E-16 
Iran 9.17E-14 2.16E-14 1.92E-14 
Iraq 3.47E-15 3.89E-15 7.63E-15 
Ireland 8.17E-18 5.10E-18 1.08E-17 
Israel 2.50E-13 6.34E-14 2.86E-14 
Italy 1.44E-12 6.15E-13 1.31E-13 
Jamaica 0.00E+00 0.00E+00 0.00E+00 
Japan 1.74E-15 4.31E-16 1.41E-15 
Jersey 8.60E-17 5.80E-17 8.30E-17 
Jordan 1.76E-15 1.17E-15 1.21E-15 
Kazakhstan 1.06E-14 8.85E-15 3.31E-14 
Kenya 1.26E-16 1.56E-16 4.03E-16 
Kiribati 0.00E+00 0.00E+00 0.00E+00 
Kuwait 2.28E-13 1.05E-13 6.70E-14 
Kyrgyzstan 1.41E-15 1.62E-15 1.98E-15 
Laos 8.80E-16 3.83E-16 1.15E-15 
Latvia 1.87E-16 8.50E-17 9.00E-17 
Lebanon 3.21E-12 8.80E-13 1.70E-12 
Lesotho 1.47E-15 4.18E-15 9.32E-15 
Liberia 1.27E-16 7.66E-17 7.31E-17 
Libya 1.21E-15 4.53E-16 2.59E-16 
Lithuania 1.47E-17 4.69E-18 6.49E-18 
Luxembourg 5.22E-16 3.27E-16 4.52E-16 
Madagascar 1.00E-15 1.34E-15 4.75E-15 
Madeira 0.00E+00 0.00E+00 0.00E+00 
Malawi 2.93E-15 2.88E-15 3.69E-15 
Malaysia 9.96E-16 6.05E-16 1.15E-15 
Maldives 0.00E+00 0.00E+00 0.00E+00 
Mali 3.20E-18 1.91E-18 3.21E-18 
Mauritania 9.92E-18 5.22E-18 2.13E-17 
Mauritius 0.00E+00 0.00E+00 0.00E+00 
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Mexico 7.02E-13 4.89E-14 7.46E-14 
Moldova 1.57E-16 7.78E-17 1.18E-16 
Mongolia 9.35E-18 1.24E-17 2.07E-17 
Montenegro 1.95E-12 1.02E-12 1.03E-12 
Morocco 1.58E-15 1.32E-15 3.83E-15 
Mozambique 9.06E-15 1.68E-14 3.37E-14 
Myanmar 2.16E-16 1.79E-16 4.40E-16 
Namibia 6.72E-15 6.41E-15 1.28E-15 
Nepal 1.99E-16 1.42E-16 8.49E-16 
Netherlands 2.34E-17 2.12E-17 3.04E-17 
New Caledonia 0.00E+00 0.00E+00 0.00E+00 
New Zealand 0.00E+00 0.00E+00 0.00E+00 
Nicaragua 2.07E-15 5.54E-16 3.92E-15 
Niger 1.12E-17 2.70E-18 2.68E-18 
Nigeria 9.61E-16 8.41E-16 2.26E-16 
North Korea 1.44E-16 9.88E-17 2.13E-16 
Norway 2.84E-18 2.10E-18 3.13E-18 
Oman 1.01E-12 3.10E-13 1.57E-13 
Pakistan 9.27E-15 5.46E-15 1.08E-14 
Palestinian Territory 3.21E-12 1.70E-12 8.80E-13 
Panama 2.39E-13 3.56E-14 9.22E-14 
Papua New Guinea 1.57E-12 1.70E-12 1.23E-12 
Paraguay 3.88E-16 4.66E-17 1.98E-16 
Peru 8.40E-13 2.49E-14 1.31E-13 
Philippines 9.77E-15 1.34E-14 2.85E-14 
Poland 2.98E-17 1.45E-17 2.09E-17 
Portugal 1.25E-12 7.14E-13 1.23E-12 
Puerto Rico 0.00E+00 0.00E+00 0.00E+00 
Qatar 1.05E-12 4.59E-13 2.26E-13 
Réunion 0.00E+00 0.00E+00 0.00E+00 
Romania 7.65E-17 3.40E-17 2.14E-17 
Russian Federation 1.02E-15 1.32E-15 1.53E-15 
Rwanda 4.20E-16 4.55E-16 2.50E-15 
Saint Vincent and the Grenadines 0.00E+00 0.00E+00 0.00E+00 
Samoa 0.00E+00 0.00E+00 0.00E+00 
Saudi Arabia 1.02E-13 8.11E-14 1.03E-13 
Senegal 3.53E-16 8.60E-16 1.43E-15 
Serbia 5.69E-17 7.11E-17 1.41E-16 
Sierra Leone 1.95E-16 1.04E-16 1.47E-16 
Slovakia 3.67E-17 2.29E-17 3.58E-17 
Slovenia 4.43E-16 1.11E-15 1.26E-15 
Solomon Islands 0.00E+00 0.00E+00 0.00E+00 
Somalia 2.81E-17 2.30E-17 3.66E-17 
South Africa 3.39E-14 8.56E-14 2.40E-13 
South Georgia 0.00E+00 0.00E+00 0.00E+00 
South Korea 1.57E-17 7.37E-18 4.55E-17 
South Sudan 2.65E-16 1.39E-16 3.67E-17 
Spain 2.27E-15 5.23E-15 1.08E-14 
Sri Lanka 1.40E-14 6.31E-15 2.70E-14 
Sudan 5.80E-17 3.77E-17 7.07E-18 
Suriname 7.18E-16 5.19E-16 1.26E-15 
Swaziland 2.11E-13 1.13E-13 1.06E-13 
Sweden 3.83E-17 1.34E-17 2.71E-17 
Switzerland 4.91E-14 3.49E-14 4.55E-14 
Syria 1.31E-13 9.38E-14 3.15E-14 
Tajikistan 1.25E-18 4.57E-18 2.52E-18 
Tanzania 6.03E-16 4.24E-16 4.65E-16 
Thailand 2.95E-16 1.40E-16 4.63E-16 
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The Former Yugoslav Republic of 
Macedonia 1.40E-12 6.00E-13 5.81E-13 
Timor-Leste 1.12E-13 1.04E-13 8.64E-14 
Togo 6.87E-17 4.20E-17 5.46E-17 
Trinidad and Tobago 0.00E+00 0.00E+00 0.00E+00 
Tunisia 2.70E-15 1.67E-15 6.98E-16 
Turkey 1.52E-14 1.68E-14 1.39E-14 
Turkmenistan 1.45E-13 5.79E-14 6.18E-14 
Turks and Caicos Islands 0.00E+00 0.00E+00 0.00E+00 
Uganda 1.69E-15 1.27E-15 1.25E-15 
Ukraine 3.78E-17 6.49E-17 3.74E-17 
United Arab Emirates 4.53E-12 2.62E-12 4.83E-13 
United Kingdom 6.89E-18 7.54E-18 1.59E-17 
United States 6.76E-16 3.21E-16 3.03E-16 
Uruguay 8.95E-16 1.96E-16 3.05E-16 
US Virgin Islands 0.00E+00 0.00E+00 0.00E+00 
Uzbekistan 3.06E-13 1.33E-13 1.70E-13 
Vanuatu 0.00E+00 0.00E+00 0.00E+00 
Venezuela 3.26E-15 7.76E-16 4.68E-16 
Vietnam 2.08E-16 9.75E-17 2.50E-16 
Yemen 5.56E-15 7.64E-14 6.88E-14 
Zambia 1.41E-16 7.49E-16 6.26E-16 
Zimbabwe 1.18E-16 3.62E-16 6.02E-16 

  

Table 7.2: Global endpoint characterization factors (PD·Fkg-1·yr) on a continental level, based on vascular plant richness for 

SO2, NOx, and NH3. 

CONTINENT CF SO2  [PDF·yr/kg] CF NOx [PDF·yr/kg] CF NH3  [PDF·yr/kg] 

Asia 2.14E-14 2.69E-14 5.73E-15 
North America 1.08E-13 7.75E-15 1.82E-14 

Europe 2.40E-14 3.89E-14 1.21E-14 
Africa 1.65E-14 2.02E-14 1.22E-14 

South America 7.07E-13 2.83E-14 2.23E-14 
Australia 4.60E-14 9.58E-14 1.32E-14 
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Figure 7.5: Coefficients α and β of the potentially not occurring fraction (PNOF) of vascular plant species as a logistic function 
of hydrogen ions (H, mol·L-1) in the (a) tundra and alpine lands, (b) boreal forest and taiga, (c) temperate coniferous forest, and 
(d) temperate broadleaf mixed forest, (e) temperate grassland, savanna, and shrubland, (f) mediterranean forest, woodland, 
and scrub, (g) desert and xeric shrubland, (h) (sub)tropical dry broadleaf forest, (i) (sub)tropical grassland, savanna, and 
shrubland, (j) (sub)tropical moist broadleaf forest, and (k) mangrove. 
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8.1.  Areas of protection and environmental mechanisms covered 
Freshwater eutrophication occurs due to the discharge of nutrients into soil or into freshwater bodies and 
the subsequent rise in nutrient levels (namely, of phosphorus and nitrogen). Environmental impacts 
related to freshwater eutrophication are numerous. They follow a sequence of ecological impacts offset 
by increasing nutrient emissions into freshwater, thereby increasing nutrient uptake by autotrophic 
organisms such as cyanobacteria and algae and, ultimately, potential losses to biodiversity. In this work, 
emission impacts to freshwater are based on the transfer of phosphorus from the soil to freshwater 
bodies, its residence time in freshwater systems and on the potentially disappeared fraction (PDF) 
following an increase in phosphorus concentrations in freshwater (Figure 8.1). The detailed sequence of 
impacts related with freshwater eutrophication is described next. 
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Figure 8.1: Illustration of impact pathway represented in equations 8.1 and 8.2. 

 
Ecological impacts from freshwater eutrophication are initialized by the increase in primary productivity 
resulting from enhanced nutrient uptake by autotrophs, thereby prompting the increase in water 
turbidity, odor, and, subsequently, the decomposition of organic matter, water temperatures, and the 
depletion of dissolved oxygen. The latter is particularly detrimental to heterotrophic species. The 
depletion of sunlight caused by increased water turbidity also enhances competition for light by 
photosynthesizing organisms, which, in some cases, may lead to the synthesis of toxic substances 
(allelochemicals) by competing phytoplankton (Carpenter et al. 1998; Leflaive et al. 2007). Ultimately, 
they may prompt losses in biodiversity, e.g. decline in genera richness (Struijs et al. 2011b). In this report, 
we only include the environmental impact of emissions of phosphorus as increases in phosphorus levels 
in freshwaters seem to instigate primary production more than those of nitrogen (Schindler 2012). 
 
The area of protection covered for this environmental mechanism is the ecosystem quality. The 
freshwater eutrophication impact is determined by the fraction of P emitted to soil or erosion of soil that 
reaches the freshwater compartment, the residence time of phosphorus (P) in freshwater (described by 
the fate factor) and by the sensitivity of the ecosystem to P levels (described by the effect factor). Here, 
the effect factor is based on a probabilistic model of a decline in richness of freshwater fish species with 
increasing emissions of P in freshwater systems. Note that, in cases where allelochemicals are released in 
the environment and these are also toxic to humans, there can be a direct impact to human health. 
However, this environmental mechanism is not taken into account in this chapter. 

 
The geographical coverage of the endpoint characterization factor is global. The effect factor is based on 
a linear approach (see description of the effect factor below). The spatial resolution of the fate factor  for 
direct emissions to water is 0.5° x 0.5°, the one for the fate factor for emissions to soil is 5 arc-minutes 
and the spatial resolution of the effect factor is biogeographical habitats (defined by the Freshwater 
Ecoregions of the World project, www.feow.org). Here, we use a modified version of the ecoregion 
classification (Azevedo et al. 2013b), where freshwater habitats are divided into cold, temperate, 
(sub)tropical, and xeric systems. The spatial resolution for the endpoint characterization factors is 0.5° x 
0.5°. 

 

http://www.feow.org/
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8.2. Calculation of the characterization factors at endpoint level 

Characterization factor 
The characterization factor for freshwater eutrophication (PDF·yr·kg-1 or PDF·yr·m-2·yr-1) caused by 
emissions of P to compartment e (agricultural soil or freshwater) or by erosion of soil to compartment e 
were calculated for every freshwater ecoregion in the world, denoted with subscript r (Abell et al. 2008). 
It is described as 
 

𝐶𝐹𝐹𝑊,𝑒,𝑟 =
1

∑ 𝑤𝑖∈𝑟𝑖∈𝑟
∑𝑤𝑖∈𝑟 ∙ 𝐶𝐹𝐹𝑊,𝑒,𝑖∈𝑟
𝑖∈𝑟

 

Equation 8.1 
where  
CFFW,e,r = the characterisation factor of freshwater eutrophication of P emitted to compartment e in 
ecoregion r (PDF·yr·kg-1 or PDF·yr·m-2·yr-1 for erosion) 
wiεr = the weighting factor of grid cell i situated in ecoregion r, which is phosohorus emissions for P 
emissions to freshwater and for P emissions to agricultural soil and cropland for erosion 
CFFW,e,iεr = the characterisation factor of freshwater eutrophication of P emitted to compartment e in grid 
cell i situated in ecoregion r(PDF·yr·kg-1 or PDF·yr·m-2·yr-1 for erosion) 
 
The characterisation factor for a P emission in grid cell i is derived via 
 

𝐶𝐹𝐹𝑊,𝑒,𝑖∈𝑟 =∑𝐹𝐹𝑒,𝑖,𝑗∈𝑟 ∙ 𝐸𝐹𝑗∈𝑟̅̅ ̅̅ ̅̅ ̅

𝑗∈𝑟

 

Equation 8.2 
where  
FFe,i,jεr = the partial fate factor of P emitted to compartment e in grid cell i that travels to grid cell j situated 
in ecoregion r (year or kg·yr·m-2·yr-1) 
EFjεr= the average effect factor of grid cell j situated in ecoregion r (PDF/kg).  
Note that we did not derive CFs if the emitting cell i was entirely deprived of water. 
 
Fate factor 
The partial fate factor of P emitted to compartment e (agricultural soil or freshwater) in grid cell i and 
transfered to grid cell j which are situated in ecoregion r. FFe,i→jεr is described as 
 

𝐹𝐹𝑒,𝑖→𝑗∈𝑟 = 𝑓𝑒→𝑖∈𝑟 ∙ 𝑓𝑖→𝑗∈𝑟 ∙ 𝜏𝑗∈𝑟 
Equation 8.3 

where  
fe→iεr = the fraction of P transported from compartment e to cell i in ecoregion r (dimensionless). Note that 
this fraction is by definition 1 for an emission to freshwater. Note that the for erosion this fraction has 
unit  kg/m2 
fi→jεr = the fraction of P transported from cell i to j in ecoregion r (dimensionless),  
τjεr = the retention of P in grid cell j situated ecoregion r (year) (as derived by Helmes et al. 2012). The 
persistence of P is based on the rate at which P is removed from the freshwater compartment by three 
different processes, i.e. advection, water use, and retention (Figure 8.2a). 
 
The fraction of P transferred from agricultural soil to freshwater was derived from a combination of two 
models. The Universal Soil Loss Equation (USLE) for the estimation of soil erosion was coupled with the 
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Swiss Agricultural Life Cycle Analysis (SALCA) model to determine the emissions from soil to the aquatic 
environment (Scherer and Pfister 2015). Two separate P transfer fractions from soil to freshwater are 
provided:  
i) for erosion as a result of land use (kg Pwater / (ha∙yr)); and  
ii) for runoff, drainage and groundwater leaching as a result of fertilizer application (kg Pwater / kg Pfertilizer).  
While the original grid-specific fraction transferred from soil to freshater was crop specific (Scherer and 
Pfister 2015), here it is crop independent by using a generic crop factor C1 of 0.3 in the USLE.  
 
Effect factor 
The average effect factor of grid cell j as part of ecoregion r is averaged over the types of freshwater w 
(rivers or lakes), based on the fraction of their presence in that grid cell: 
 

𝐸𝐹̅̅ ̅̅𝑗∈𝑟 =∑𝑓𝑤,𝑗∈𝑟 ∙ 𝐸𝐹𝑤,𝑟
𝑤

 

Equation 8.4 

where  
fw,jεr = the fraction of freshwater type w (river or lake) in grid cell j of ecoregion r;  
EFw,r = the effect factor of freshwater type w (river or lake) in ecoregion r (PDF/kg).  
 
The effect factor  for a specific water type in a specific ecoregion is described as 
 

𝐸𝐹𝑤,𝑟 =
𝐹𝑅𝐷𝑟 ∙ 𝐿𝐸𝐹𝑤,𝑟
𝐹𝑅𝑔𝑙𝑜𝑏𝑎𝑙

 

Equation 8.5 
where  
FRDr = the fish richness density (species/l, see Figure 8.3 for illustration) in each ecoregion r,  
LEFw,r  = the linear effect factor describing the increase in the potentially disappeared fraction (PDF) of 
heterotrophic species in freshwater type w due to an increase in the total P level (PDF.m3.kg-1), and  
FR = the total fish richness in the world (species). FR equals 15’000 and was determined by counting the 
total number of every “non-extinct” and “non-extinct in the wild” fish species living in streams and 
freshwater lakes listed by the International Union for Conservation of Nature (IUCN 2014).  
 
Here, we assumed that the probabilistic model for heterotrophic species (including fishes and 
invertebrates) from which the LEF was derived is representative for the PDF of fish species. Also, we do 
not account for seasonal variation (e.g. summer versus winter) in the response of species to increasing P 
levels. We employ a linear effect model since P concentrations are unfrequently reported on a global scale 
and, as opposed to marginal and average effect factors, linear modelling does not require the 
environmental concentration of total P as an input variable. 
 
The fish richness density (Figure 8.3) is described as 
 

𝐹𝑅𝐷𝑟 =
𝐹𝑆𝑅𝑟
∑ 𝑉𝑗,𝑟𝑗∈𝑟

 

Equation 8.6 
 
The fish species richness FSRr in ecoregion r was obtained from data from Abell et al. (2008). The 
freshwater water volume in each ecoregion (Vj,r) was obtained from the model derived by Helmes et al. 
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(2012) on a pixel basis and summed per ecoregion. We assumed no difference between FRD across the 
two freshwater types lakes and rivers in an ecoregion. 
 
 
The linear effect factor is described as 
 

𝐿𝐸𝐹𝑤,𝑟 =
0.5

10𝛼𝑤,𝑟
 

Equation 8.7 
where  
αw,r = the total P level (log m3/kg) in water type w in ecoregion r at which the potentially not occurring 
fraction (PNOF) of heterotrophic species equals 50% in water type.  
 
The effect factor is based on a probabilistic model of the cumulative PNOF as a logistic function of total P 
concentration (Azevedo et al. 2013a) and is illustrated in Figure 8.2b. In this work, we equate PNOF with 
PDF. The effect factor depends both on the climate type (warm, temperate or cold) and the water type 
(river vs. lake). The climate type per ecoregion was identified based on geographical location of each pixel 
and the respective effect factor was used. The effect factors for every climate-water type combination are 
given in Table 8.1. The parameter logistic function parameter α was derived for four biogeographic 
regions, i.e. cold, temperate, (sub)tropical, and xeric, as well as for lakes and streams separately. The 
empirical data employed in the derivation of the logistic regressions consisted of the maximum tolerance 
total P concentration of each heterotrophic species subsisting in freshwater w in the biogeographic region 
occupied by cell j as described by the Freshwater Ecoregions of the World project, FEOW 
(http://www.feow.org). Species-specific data on maximum tolerable total P concentration were given by 
Azevedo et al. (2013b) and the α coefficients for the four biogeographic regions and two freshwater types 
are shown in Figure 6. For xeric lakes as well as for cold and (sub)tropical streams, the α coefficient could 
not be determined. In those cases, the α parameters of (sub)tropical lakes and streams were employed 
as the α for xeric lakes and streams, respectively, and the α for temperate streams was employed as the 
α for cold streams. Grid-specific CFs are shown in Figure 8.4. The global average CF is for emissions to 
water 1.81E-12 PDF·yr·kg-1 and for emissions to soil and erosion 1.76E-13 PDF·yr·kg-1 and 3.88E-12 
PDF·yr/m2·yr. Country, continent, and world CFs were derived based on a emission-based or area-based 
average. For emission to water and fertilizer applications combined fertilizer and manure applications are 
used for weighting. For the factors related to erosion we used as a proxy for weighting the crop area (both 
fertilizer and cropland information from Scherer et al. (2015) )(see Excel file and Table 8.2 and 8.3). 
 
 
 
 
 
 

http://www.feow.org/
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Figure 8.2: (a) fate transport, adapted from Helmes et al. (2012), and (b) the logistic regression originating the linear effect 
model, adapted from Azevedo (2014). (a) shows the flow of P from the soil compartment into the freshwater compartment 
within emitting cell i and from emitting cell i into j and the flow through three pathways of P removal from the freshwater 
compartment of, i.e. advection kadv to cell j* downstream of j, retention kret to the sediment (dark grey) compartment of j and 
water use kuse to the soil (light grey) compartment of j. In (b), the potentially not occurring fraction (PNOF) of species as a 
logistic function of total P is determined with the highest tolerable total P condition (illustrated as the black tip of the grey bar 
total P range) for individual species (Oi) recorded in observational field studies. 

 

Table 8.1: Linear effect factors for streams and lakes for the different climate zones. See also explanations in text. 

 Lake 
[PDF·m3/kg] 

Stream 
[PDF·m3/kg] 

subtropical 13457.67 777.98 
tropical 13457.67 777.98 

temperate 1253.05 674.48 
cold 18279.74 674.48 
xeric 13457.67 777.98 

 

8.3. Uncertainties 

The transfer model of phosphorus from soils to freshwater bodies relies on multiple assumptions. As such, 
it was assumed that soil phosphorus is equally distributed between surface and sub-surface soil layers and 
that all phosphorus from fertilizers is bioavailable. However, we do not include phosphorus impacts to 
groundwater. Emissions caused by wind erosion (i.e., via dust uplift) were neglected. Furthermore, the 
crop factor C1 was here assigned to a fixed number whereas it actually varies according to the crops, 
chemical and physical soil properties, and agricultural management (including P inputs and soil 
conservation strategies) (Kleinmann et al. 2011; Vadas et al. 2010).  
 
It is not possible to provide evidence of the actual phosphorus residence times unless P transport is 
measured in the field and then compared with the fate factors. Another option is the comparison with an 
independent phosphorus fate model. Helmes et al. (2012) compared their FF results with those reported 
by Struijs et al. (2011a) for Europe. This comparison may be skewed since P flows are not the same for 
both fate models. The fate model employed in this report is that of Helmes et al. (2012), who include 
water retention and use. However, Struijs et al. (2011a) do not include these two P transport pathways. 

 
The level of robustness of the effects of freshwater eutrophication on fish species is high. The effect of 
increasing P levels on net primary productivity has been verified at multiple spatial scales, see meta-
analyses by Wilson et al. (2006) and Elser et al. (2007) for laboratory and whole-field experiment 
examples, respectively. Additionally, the effect of a nutrient discharge to freshwater, particularly to lakes, 
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has been demonstrated for short term response (within days) (Schindler 1977) and long term response as 
well (decades) (Marsden 1989). Our method is based on field surveys consisting of records whereby a 
freshwater species is observed and the concentration of total P is measured at the same location and at 
the same time (Azevedo et al. 2013b). Although the presence of the species at a specific P level and at a 
certain P range is confirmed, the absence of that species at levels below or above that specified range is 
less certain. (The species may indeed be present beyond the registered P levels but it may go unrecorded.) 

 
The failure to record the species at a specific P level may be human related, such as (1) an incomplete 
survey of the existing species or of the existing P levels, but also due to natural causes, such as that (2) 
the species may be rare and difficult to spot, (3) extreme P levels may be tolerated by the species but it 
may not be found under natural conditions, or (4) the level of P is tolerated by the species but the species 
absence is due to another stressor. For a detailed description of the downsides of observational field data 
for conducting impact assessments, see Azevedo (2014). Because of the possible underestimation of the 
maximum P level tolerated by the species, the uncertainty of the effect model specifically employed here 
is considered high. 
 
Nearly 50% of the variance in CF results is attributed to the difference in freshwater types. This difference 
is determined by the residence time of P in the water (i.e. the fate factor) (Azevedo et al. 2013a). In turn, 
the fate factors are primarily dependent upon water advection and, to a lower extent, to water use 
(Helmes et al. 2012). 
 

8.4. Value Choices 

The time horizon for this impact category is not relevant since it is assumed that the impact occurs at the 
moment of emitting phosphorus to freshwater bodies. No choices are thus modelled for fate and effect 
factors for freshwater eutrophication. The level of robustness for the CFs is considered to be high, since 
the effects on freshwater fish are certain. 

 
 

 

Figure 8.3: Freshwater fish density (species·m-3) based on data from Abell et al. (2008) and freshwater volumes of Helmes et 

al. (2012).  
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Figure 8.4: Endpoint characterization factors for emissions of P to freshwater (CFfreshwater, PDF·yr·kg-1) based on fish richness. 
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Figure 8.5: Endpoint characterization factors for emissions of P to soil and erosion based on fish richness. A) for P from erosion and B) for P from fertilizer application. 

a) 

b) 
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Table 8.1: Global endpoint characterization factors for emissions to freshwater (CFfreshwater, PDF·yr·kg-1), for emissions to 

soil (CFsoil, PDF·yr·kg-1) and for impacts from erosion (CFerosion, PDF·yr/m2·yr) on a country level, based on fish richness. 

This is the CF for total phosphorus, reported as P. The emissions all go to the freshwater compartment. 

Country CFfreshwater [PDF·yr/kg] CFsoil [PDF·yr/kg] CFerosion [PDF·yr/m2·yr] 

Afghanistan 7.66E-12 1.06E-12 6.27E-12 
Albania 5.20E-13 7.51E-14 1.38E-12 
Algeria 6.36E-15 6.44E-16 6.58E-16 
Andorra 3.37E-13 3.11E-14 2.16E-13 
Angola 4.73E-12 9.04E-13 1.96E-12 
Argentina 5.61E-13 4.18E-14 7.22E-13 
Armenia 2.15E-13 3.29E-14 3.53E-13 
Australia 7.05E-13 4.97E-14 1.13E-13 
Austria 2.33E-13 2.18E-14 3.17E-13 
Azerbaijan 2.61E-13 3.74E-14 3.85E-13 
Bahrain 3.45E-14 1.92E-15 2.95E-15 
Bangladesh 1.16E-12 7.35E-14 4.36E-12 
Belgium 3.56E-14 5.43E-15 2.58E-14 
Belize 4.24E-12 3.64E-13 1.26E-11 
Benin 3.40E-12 2.78E-13 9.30E-12 
Bhutan 2.16E-12 3.02E-13 5.43E-11 
Bolivia 5.57E-12 3.94E-13 7.89E-12 
Bosnia and Herzegovina 9.69E-13 9.19E-14 1.90E-12 
Botswana 2.13E-11 3.79E-12 3.29E-12 
Brazil 3.18E-12 3.47E-13 6.69E-12 
Brunei 2.49E-13 1.72E-14 1.41E-12 
Bulgaria 7.58E-13 7.13E-14 2.94E-13 
Burkina Faso 4.63E-12 4.18E-13 3.99E-12 
Burundi 2.02E-12 1.42E-13 2.06E-12 
Belarus 2.91E-13 2.60E-14 4.08E-13 
Cambodia 3.11E-12 2.07E-13 1.57E-11 
Cameroon 1.45E-12 1.62E-13 2.23E-12 
Canada 2.46E-13 1.88E-14 6.81E-14 
Central African Republic 9.12E-13 1.62E-13 5.62E-13 
Chad 1.93E-13 4.37E-14 2.45E-13 
Chile 1.78E-13 2.13E-14 3.75E-13 
China 1.18E-12 8.96E-14 2.89E-12 
Colombia 6.02E-12 7.69E-13 1.85E-11 
Congo 3.26E-12 8.44E-13 8.18E-12 
Costa Rica 6.56E-12 8.01E-13 3.23E-11 
Croatia 7.50E-13 7.19E-14 1.97E-12 
Cuba 7.01E-12 4.83E-13 2.76E-11 
Czech Republic 1.02E-13 1.13E-14 1.23E-13 
Denmark 5.86E-14 9.44E-15 8.91E-14 
Djibouti 3.11E-13 3.37E-14 3.16E-14 
Dominican Republic 7.24E-12 9.67E-13 3.98E-11 
Ecuador 2.59E-12 3.12E-13 1.39E-11 
Egypt 1.79E-13 1.16E-14 6.53E-14 
El Salvador 4.07E-12 7.89E-13 1.97E-11 
Equatorial Guinea 1.97E-12 1.80E-13 8.43E-12 
Eritrea 9.30E-13 7.94E-14 1.70E-12 
Estonia 1.46E-13 1.21E-14 4.62E-13 
Ethiopia 3.39E-12 3.01E-13 6.61E-12 
Finland 2.87E-13 4.86E-14 3.38E-13 
France 1.15E-13 1.53E-14 1.17E-13 
French Guiana 3.48E-12 4.17E-13 2.63E-12 
Gabon 2.03E-12 2.63E-13 1.08E-11 
Gambia, The 3.33E-12 4.71E-13 2.39E-12 
Gaza Strip 9.55E-13 7.96E-14 3.36E-13 
Georgia 3.61E-12 4.56E-13 1.58E-11 
Germany 6.52E-14 7.88E-15 6.38E-14 
Ghana 6.17E-12 5.62E-13 6.71E-12 
Greece 1.15E-12 1.28E-13 4.42E-13 
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Guatemala 4.82E-12 5.93E-13 1.98E-11 
Guinea 1.14E-11 9.45E-13 2.16E-11 
Guinea-Bissau 2.75E-12 3.54E-13 4.44E-12 
Guyana 2.86E-12 2.54E-13 3.50E-12 
Haiti 7.25E-12 9.69E-13 3.88E-11 
Honduras 2.78E-12 4.14E-13 1.36E-11 
Hungary 2.26E-13 2.07E-14 2.90E-13 
Iceland 1.86E-13 1.64E-14 0.00E+00 
India 3.15E-12 2.68E-13 8.61E-12 
Indonesia 2.88E-12 3.51E-13 1.20E-11 
Iran 9.74E-13 1.46E-13 3.59E-13 
Iraq 1.90E-13 2.20E-14 9.38E-14 
Ireland 1.46E-13 9.91E-15 6.22E-14 
Israel 1.05E-12 1.18E-13 2.12E-13 
Italy 2.98E-13 3.57E-14 2.84E-13 
Ivory Coast 3.00E-12 2.43E-13 4.46E-12 
Japan 5.41E-13 4.51E-14 1.03E-12 
Jordan 9.88E-13 1.58E-13 2.68E-14 
Kazakhstan 1.90E-13 1.59E-14 4.30E-13 
Kenya 2.76E-12 2.83E-13 2.68E-12 
Kuwait 3.92E-14 3.15E-15 2.56E-15 
Kyrgyzstan 1.89E-13 2.93E-14 9.18E-14 
Laos 5.06E-12 3.51E-13 1.65E-11 
Latvia 1.53E-13 1.26E-14 4.65E-13 
Lebanon 1.29E-12 1.25E-13 2.39E-13 
Lesotho 2.24E-12 2.15E-13 4.52E-12 
Liberia 1.45E-12 1.02E-13 7.40E-12 
Libya 2.38E-14 1.58E-15 0.00E+00 
Liechtenstein 3.55E-14 5.44E-15 2.61E-14 
Lithuania 7.07E-14 7.84E-15 1.88E-13 
Luxembourg 3.62E-14 5.52E-15 2.73E-14 
Macedonia 5.63E-13 7.72E-14 4.84E-13 
Madagascar 2.25E-12 2.24E-13 5.88E-12 
Malawi 1.80E-11 1.80E-12 6.48E-11 
Malaysia 3.88E-12 3.28E-13 1.12E-11 
Mali 6.24E-12 5.19E-13 4.33E-12 
Mauritania 2.64E-12 3.68E-13 2.05E-12 
Mexico 6.96E-12 8.73E-13 2.20E-11 
Moldova 2.04E-13 1.86E-14 2.63E-13 
Mongolia 2.65E-13 2.43E-14 2.60E-13 
Montenegro 4.15E-13 4.52E-14 2.14E-12 
Morocco 5.93E-13 4.64E-14 7.67E-14 
Mozambique 8.45E-12 1.03E-12 1.69E-11 
Myanmar (Burma) 2.95E-12 2.17E-13 6.91E-12 
Namibia 9.28E-12 2.11E-12 1.42E-12 
Nepal 3.20E-12 4.72E-13 1.52E-11 
Netherlands 3.44E-14 5.25E-15 2.52E-14 
New Zealand 6.25E-14 9.36E-15 3.31E-14 
Nicaragua 1.59E-12 1.33E-13 1.43E-11 
Niger 4.36E-13 6.60E-14 9.16E-13 
Nigeria 1.14E-12 1.16E-13 3.32E-12 
North Korea 5.64E-13 3.95E-14 2.66E-12 
Norway 3.94E-13 8.36E-14 3.76E-13 
Oman 1.58E-14 1.29E-15 1.27E-16 
Pakistan 3.45E-12 4.06E-13 7.51E-12 
Panama 1.26E-11 1.56E-12 4.71E-11 
Papua New Guinea 8.21E-13 6.86E-14 5.75E-12 
Paraguay 2.78E-12 2.66E-13 4.96E-12 
Peru 5.53E-12 8.29E-13 1.88E-11 
Philippines 2.35E-12 2.17E-13 6.58E-12 
Poland 3.65E-14 5.55E-15 2.60E-14 
Portugal 3.68E-13 3.36E-14 1.50E-13 
Qatar 3.24E-14 2.64E-15 0.00E+00 
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Romania 2.04E-13 1.85E-14 2.64E-13 
Russia 4.66E-13 5.10E-14 4.47E-13 
Rwanda 7.45E-13 5.37E-14 9.57E-13 
San Marino 1.60E-13 2.67E-14 1.58E-13 
Saudi Arabia 3.01E-14 2.46E-15 2.23E-15 
Senegal 3.22E-12 4.57E-13 2.39E-12 
Serbia 2.35E-13 2.32E-14 3.15E-13 
Sierra Leone 1.64E-12 1.13E-13 8.22E-12 
Singapore 9.07E-12 6.17E-13 2.25E-11 
Slovakia 2.26E-13 2.13E-14 2.98E-13 
Slovenia 4.59E-13 5.91E-14 4.05E-13 
Somalia 7.15E-13 5.04E-14 3.67E-13 
South Africa 4.31E-12 3.83E-13 1.54E-12 
South Korea 9.71E-13 6.71E-14 1.95E-12 
Spain 4.68E-13 4.03E-14 1.78E-13 
Sri Lanka 1.80E-11 1.50E-12 4.27E-11 
Sudan 3.77E-13 3.46E-14 6.24E-13 
Suriname 3.52E-12 4.22E-13 2.62E-12 
Swaziland 5.40E-12 7.50E-13 3.26E-12 
Sweden 2.83E-13 4.82E-14 3.42E-13 
Switzerland 4.94E-14 7.46E-15 2.93E-14 
Syria 7.24E-13 7.75E-14 1.43E-13 
Taiwan 1.52E-11 2.45E-12 8.50E-11 
Tajikistan 2.56E-13 3.41E-14 7.81E-14 
Tanzania, United Republic of 5.00E-12 3.72E-13 7.11E-12 
Thailand 8.52E-12 5.79E-13 2.28E-11 
Togo 5.43E-12 4.45E-13 8.99E-12 
Trinidad and Tobago 1.10E-11 1.08E-12 1.64E-11 
Tunisia 4.77E-15 3.92E-16 6.57E-16 
Turkey 2.15E-12 2.05E-13 2.67E-12 
Turkmenistan 2.24E-13 2.38E-14 4.53E-14 
Uganda 6.47E-13 4.61E-14 9.83E-13 
Ukraine 3.76E-13 3.22E-14 4.88E-13 
United Arab Emirates 5.84E-16 4.75E-17 0.00E+00 
United Kingdom 8.74E-14 7.58E-15 3.50E-14 
United States 1.27E-12 1.10E-13 4.75E-13 
Uruguay 1.35E-12 9.02E-14 3.48E-12 
Uzbekistan 2.02E-13 2.30E-14 5.58E-14 
Venezuela 9.72E-12 9.98E-13 2.52E-11 
Vietnam 2.16E-12 1.59E-13 1.26E-11 
West Bank 1.25E-12 1.62E-13 1.90E-13 
Western Sahara 5.50E-13 4.26E-14 0.00E+00 
Yemen 3.32E-15 2.71E-16 1.11E-17 
Zaire 3.69E-12 3.87E-13 2.12E-12 
Zambia 4.08E-12 4.46E-13 2.51E-12 
Zimbabwe 1.40E-11 1.22E-12 1.08E-11 

 

 

Table 8.2: Global endpoint characterization factors for emissions to freshwater (CFfreshwater, PDF·yr·kg-1), for emissions to 

soil (CFsoil, PDF·yr·kg-1) and for impacts from erosion (CFerosion, PDF·yr/m2·yr) on a continental level based on fish richness. 

Continent CFfreshwater [PDF·yr/kg] CFsoil [PDF·yr/kg] CFerosion [PDF·yr/m2·yr] 

Africa 2.75E-12 2.85E-13 3.67E-12 
Asia 1.94E-12 1.71E-13 5.84E-12 

Australia 7.05E-13 4.98E-14 1.13E-13 
Europe 2.20E-13 2.28E-14 3.47E-13 

North America 1.86E-12 1.95E-13 3.85E-12 
Oceania 6.34E-14 9.50E-15 1.17E-13 

South America 3.18E-12 3.47E-13 6.03E-12 
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8.6. Appendix 

Figure 8.6: Coefficients α and β of the potentially not occurring fraction (PNOF) of heterotrophic species in lake (squares) 

and streams (triangles) as a logistic function of total P (TP, mg P·L-1) in the (a) (sub)tropical, (b) temperate, and (c) cold. The 

PNOF is a logistic function of α, β, and TP, i.e. 𝑷𝑵𝑶𝑭 =
𝟏

𝟏+𝒆
−(
𝒍𝒐𝒈𝟏𝟎𝑻𝑷−𝜶

𝜷
)
. Although β is not used in the derivation of effect 

factors in our work, it can later be employed in future LCAs in the derivation of average or marginal effect factors. 
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9.1. Areas of protection and environmental mechanisms covered 

Description of impact pathway  
Marine eutrophication can be defined as a response of the marine ecosystem  to the increased 
availability of a limiting nutrient in the euphotic zone of marine waters (Cloern 2013). The ‘limiting 
nutrient’ concept implies that it is the availability of the limiting nutrient that determines the extent 
of the primary production in the ecosystem. We assume nitrogen (N) as the limiting nutrient in marine 
waters. Studies and reviews have discussed the topic and support this assumption (e.g. Ryther and 
Dunstan 1971; Vitousek et al. 2002; Howarth and Marino 2006; Hood and Christian 2008), and we 
acknowledge that spatial and temporal limitation by phosphorus or silicon may occur (see e.g. Elser et 
al. 2007 or Turner et al. 1998). There may also be cases of co-limitation (Arrigo 2005) as different 
species may show different requirements (Finnveden and Potting 1999). 

Globally, anthropogenic emissions of N to the environment have increased more than 10-fold in the 
last 150 years, mainly originating from agricultural runoff and leaching (waterborne N-emissions) and 
combustion processes (airborne N-emissions) (Galloway et al. 2004). The modelled impact pathway 
(Figure 9.1) is limited to waterborne (as total-N) loadings from human activities into coastal marine 
waters increasing its N-concentrations there (Vitousek et al 1997; Galloway et al. 2004). The emission 
routes can be direct discharge of N into rivers or coastal areas, as well as nitrogen applications to the 
soil. Airborne emissions are excluded. The N input to marine coastal waters is assimilated by primary 
producers (mainly phytoplankton), promoting the increase in planktonic biomass (Nixon et al. 1996; 
Rabalais 2002). The organic matter (OM) thus synthesized is eventually exported to bottom waters 
(Ducklow et al. 2001) where its aerobic respiration by heterotrophic bacteria results in consumption 
of dissolved oxygen (DO) (Cole et al. 1988; Diaz and Rosenberg 2008). If excessive amounts of organic 
carbon reach the benthic (bottom) layer, DO may drop to hypoxic or anoxic levels (Gray et al. 2002), 
which may then lead to loss of species diversity (NRC 1993; Socolow 1999; Vaquer-Sunyer and Duarte 
2008; Levin et al. 2009; Vitousek et al. 2012). The overall model builds on the environmental fate of N-
forms, the biological processes in the entire water column of coastal areas, and on the species 
response to the depletion of DO, assuming linearity of cause-effect relationships along the adopted 
impact pathway. 

 

 

Figure 9.1: Impact pathway for marine eutrophication from anthropogenic emission of waterborne nitrogen into marine 
coastal waters to ecosystem damage. 

mailto:francesca.verones@ntnu.no
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Description of all related AoPs 
The area of protection addressed by the model framework for marine eutrophication is that of 
ecosystem quality. The environmental mechanism of the impact of N emissions is described by 
combining (i) environmental fate of N, (ii) exposure of the coastal ecosystem to the nutrient 
enrichment, (iii) effect of oxygen depletion to exposed species, and (iv) upscaling to global level: 

(i) N-fate modelling covers the loss processes that affect the N emitted to the environment. 
It considers waterborne emission routes (direct discharge into rivers and marine 
environment, application and subsequent run-off/drainage to waterways), accounting for 
runoff and advection of N into the freshwater compartment, or leaching to groundwater, 
and coastal marine water compartments. Loss processes in the marine compartment are 
also included; 

(ii) Modelling the ecosystems exposure to N enrichment incorporating the biological 
processes that determine the nitrogen-to-oxygen conversion potential of each spatial unit 
among the ecosystems. The exposure model is based on nutrient-limited primary 
production, metazoan consumption, and aerobic bacterial respiration of this primary 
production; 

(iii) Modelling the effects of oxygen depletion on biota using Species Sensitivity Distribution 
(SSD) curves per spatial unit. The ecological community’s sensitivity is estimated from the 
statistical distribution of sensitivities of all tested species. 

(iv) The local species losses are upscaled to potential global species loss by using  a 
vulnerability score. 

Methodological choice 
The EF modelling based on SSD curves assumes a linear approach to calculate the EFs as no background 
dissolved oxygen concentrations are known. This assumption further reflects that (i) the temporal 
variation of the stress intensity and effects is not accounted and (ii) no threshold levels in the LMEs are 
considered in the EF estimation. 

Spatial detail 
The Large Marine Ecosystems (LME) biogeographical classification system (Sherman et al. 1993) was 
adopted to address the spatial variation of the modelled parameters among coastal ecosystems and 
to link the location of the emission sources to 66 spatial units of continental shelves. The CFs are 
presented for N emissions to soil and freshwater at the level of countries, continents and the world. 
The LME spatial units were deemed adequate and manageable both in size and number, easily linked 
to potentially N-emitting countries, and supported by readily available data on global depth-integrated 
primary production rates (Sea Around Us Project database, www.seaaroundus.org). 

9.2. Calculation of the characterization factors at endpoint level 

The endpoint characterization factor,  𝐶𝐹𝑒𝑛𝑑 [PDF·yr·kgN-1], for emissions of nitrogen is estimated by 
Equation 9.1: 

𝐶𝐹𝑒𝑛𝑑,𝑖𝑗𝑘 =∑𝐹𝐹𝑖𝑗𝑘 × 𝑋𝐹𝑗 × 𝐸𝐹𝑗
𝑗

× 𝑉𝑆𝑗 

Equation 9.1 
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where 𝐹𝐹𝑖𝑗𝑘 is the Fate Factor [yr] for emissions from country 𝑖 to receiving marine ecosystem 𝑗 by 

emission route 𝑘, 𝑋𝐹𝑗  is the exposure factor [kgO2∙kgN-1] in receiving ecosystem 𝑗, and 𝐸𝐹𝑗  is the Effect 

Factor [PDF∙kgO2
-1] in receiving ecosystem 𝑗. Emission routes (𝑘) include, “N to surface freshwater”, “N 

to groundwater” (from e.g. applications on agricultural fields), and “N to marine water” (waterborne 
as total-N). The receiving ecosystems 𝑗 correspond to the 66 different Large Marine Ecosystems (LME).  

The resulting CFs are reported at country, continental (Europe, Europe, Africa, Asia, North America, 
South America, and Oceania) and world resolution (Table 9.2), using spatially differentiated, total 
annual emissions of N fertilizers (Potter et al. 2010) as weighting factors in the calculation of a weighted 
average factor for the respective higher spatial aggregation for emissions to soil (groundwater) and 
freshwater. For emissions to marine waters we used the length of the coastline a country shares with 
a respective LME as a weighting factor. 

 

Fate Factor (FF) 

The 𝐹𝐹𝑖𝑗  [yr] is obtained from equation 9.2: 

𝐹𝐹𝑖,𝑗,𝑘 =
𝑓exp𝑖,𝑘

 𝜆𝑗
 

Equation 9.2 

where 𝑓exp 𝑖,𝑘  [dimensionless] is the fraction of N exported from country 𝑖 to coastal marine waters 

calculated for each emission route 𝑘, and 𝜆𝑗 [yr-1] is the N-loss rate in the receiving ecosystem j. 

The FFs are estimated at a country-to-LME resolution per emission route, i.e. factors for a country 
emitting to a receiving LME, e.g. “Canada to LME#2. Gulf of Alaska” and “Canada to LME#63. Hudson 
Bay Complex” (for each of the three emission routes: “N to surface freshwater”, “N to groundwater” 
and “N to marine water”). 

The fate model is composed of an inland-based component and a marine-based component. The first 
assesses the loss processes affecting N-forms from the direct discharge of water-borne N-compounds 
to surface freshwater, groundwater, and marine coastal waters. The second component assesses the 
N-losses due to denitrification and advection in the marine environment. The method and results are 
described in  Cosme et al. (2017)  

Estimation of N export to coastal marine waters (𝑓exp𝑘) 

The estimation of the fraction of N exported to marine marine coastal waters (𝑓exp𝑘) for each of the 

emission routes (𝑘) for N (inventory data, LCI), identified as “N to sfw”, “N to gw”, and “N to mw”, is 
done as follows: 

 
a) Accounting for N exported from point and non-point discharges to marine water via surface water 

‘sfw’, is done in equation 9.3: 

fexp from “N to sfw” = 1-festuary retention 

Equation 9.3 

b) Accounting for N exported from non-point emissions to marine water via groundwater ‘gw’ (from 
e.g. agricultural fields), is done in equation 9.4: 
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fexp from “N to gw” = (1-fdenitr in gw) * (1-festuary retention) 

Equation 9.4 

c) Accounting for N exported as direct discharges to marine coastal waters (‘mw’), is done in equation 
9.5: 

fexp from “N to mw” = 1 (originated from direct N point source emissions to mw) 

Equation 9.5 

where 
fdenitr in gw is the average denitrification rate in the fraction leaching to groundwater from agricultural 

soil, i.e. 64.6% (Bouwman et al. 2011b) 
festuary retention is the N-fraction lost due to denitrification, hydrography, and biological activity in surface 

freshwater, i.e. 52.7% (Wollheim et al. 2008) 
 

Estimation of the nitrogen-loss rate coefficient (𝜆𝑗) in the marine compartment 

The 𝜆𝑗 coefficient accounts for N-losses in marine coastal waters by denitrification, i.e. the reduction 

of oxidized forms of nitrogen (NO3
-, NO2

- and NO) into the biological unavailable forms N2 and N2O in 
a microbially-mediated process, and by advection, i.e. the transport of nitrogen forms from the 
considered spatial unit by the effect of local hydrodynamics (equivalent to flushing or the inverse of 
hydraulic residence time). The coefficient is obtained from equation 9.7: 

𝜆𝑗 = 𝜆𝑑𝑒𝑛𝑖𝑡𝑟 +
1

𝜏𝑗
 

Equation 9.7 

where 𝜆𝑑𝑒𝑛𝑖𝑡𝑟 [yr-1] is the loss coefficient due to denitrification (site-generic) and equal to 26% 
(Seitzinger et al. 2006), and 𝜏𝑗 [yr] is the residence time (LME-dependent) in receiving ecosystem j 

obtained from Table 9.4. The hydraulic residence times for some of the receiving LMEs were found in 
literature. For LMEs, for which no data was found or for which data was high variable, a classification 
was performed into four archetypes based on coastal exposure to currents and regional ocean 
circulation, depth, and coastal profile, High dynamics and exposure to regional currents: Residence 
time estimated of 3 months (archetype 1); Medium dynamics and exposure to local currents: 
estimated residence time of 2 years (archetype 2); Low dynamics: estimated residence time of 25 years 
(archetype 3); Very low dynamics or embayment: estimated residence time of 90 years (archetype 4). 

 

Exposure Factor (XF) 

The Exposure Factor (XF) [kgO2·kgN-1] delivers a nitrogen-to-oxygen conversion potential based on 
vertical carbon flux processes (Ducklow et al. 2001) and bacterial degradation (DelGiorgio and Cole 
1998; Iversen and Ploug 2010). In short, the potential consumption of DO is estimated as a function of 
the production of organic material from the N-input, the vertical transport of the organic carbon to 
the bottom strata of coastal marine waters, and the degradation of organic carbon reaching these. 
Overall, the nitrogen assimilated by phytoplankton is converted into organic carbon (biomass) – the 
C:N ratio is obtained from the stoichiometry of the photosynthesis equation. The organic carbon 
export from the surface mixed layer is modelled in four distinct downward routes (see Figure 9.1): 
route 1, particulate organic carbon (POC) exported as algal aggregates (phytoplankton biomass); route 
2, POC exported as faecal pellets (egestion from zooplankton after grazing); route 3, POC from non-
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predatory mortality of zooplankton (body parts and carcasses); and route 4, particulate and dissolved 
organic carbon (POC and DOC) exported by active vertical transport (zooplankton feeding on 
phytoplankton). Independent of the route all organic carbon reaching the bottom is aerobically 
respired there by heterotrophic bacteria and dissolved oxygen is consumed. The vertical carbon flux is 
further modulated (not shown for simplification) by consumption (grazing and bacterial respiration) of 
sinking POC from routes 1-3, leaching of DOC from faecal pellets in route 2, and bacterial respiration 
of POC and DOC from egestion and excretion, respectively, in route 4. Bacterial degradation in bottom 
waters and oxygen consumption are also added to the model – the O2:C ratio is obtained from the 
stoichiometry of the aerobic respiration equation. The XF estimation method is fully described in 
Cosme et al. (2015) 

 

 

Figure 9.2: Vertical carbon flux model to estimate the ecosystems exposure factors converting nitrogen (N) inputs into 
consumption of dissolved oxygen (O2). Identification of carbon (C) export routes via sinking of primary producers (PP) 
biomass (route 1), sinking particulate organic carbon from secondary producers (SP) as faecal pellets  (route 2), sinking 
zooplankton carcasses (route 3), and active vertical transport (AVT) as dissolved and particulate organic carbon (route 4). 
Bottom horizontal arrow refers to bacterial respiration (BR) in benthic layer. Grey small circles represent the elemental 
conversions of C:N and O2:C. Dashed blue arrow represents further flows outside the scope of the study (not modelled). 
Adapted from Cosme et al. (2015) 

The simplified descriptive equation can be shown as (equation 9.8): 

𝑋𝐹𝑗 = 𝑃𝑃𝑃𝑜𝑡 𝑗 ∗ (𝐶:𝑁) ∗ (𝑓𝑠𝑖𝑛𝑘𝑃𝑃 𝑗 + 𝑓𝑠𝑖𝑛𝑘𝐹𝑃 𝑗 + 𝑓𝑆𝑃𝑐𝑎𝑟𝑐 𝑗 + 𝑓𝐴𝑉𝑇 𝑗) ∗ 𝑓𝐵𝑅 ∗ (𝑂2: 𝐶) 

Equation 9.8 

where 

𝑃𝑃𝑃𝑜𝑡 𝑗 [dimensionless] is the normalised potential primary production for receiving ecosystem (LME) 

j, obtained from equation 9.9: 

𝑃𝑃𝑃𝑜𝑡_𝐿𝑀𝐸 = 𝑃𝑃𝐿𝑀𝐸/𝑃𝑃𝐴𝑣𝑔_66𝐿𝑀𝐸  

Equation 9.9 

(𝐶:𝑁) and (𝑂2: 𝐶) are the molar mass ratios of carbon to nitrogen [kgC·KgN-1] and di-oxygen to carbon 
[kgO2·kgC-1] respectively. 
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The fractions [dimensionless] of organic carbon sinking to bottom waters by the different routes are 
explained as sinking primary producer (phytoplankton) biomass (PP) as POC (𝑓𝑠𝑖𝑛𝑘𝑃𝑃 𝑗), as 

zooplankton’s faecal pellets (FP) as POC (𝑓𝑠𝑖𝑛𝑘𝐹𝑃 𝑗), as secondary producer’s (zooplankton) carcasses 

(SPcarc) as POC (𝑓𝑆𝑃𝑐𝑎𝑟𝑐 𝑗), and active vertical transport (AVT) as POC and DOC (𝑓𝐴𝑉𝑇 𝑗) in receiving 

ecosystem j. 

𝑓𝐵𝑅 [dimensionless] is the fraction (site-generic) of organic carbon as POC and DOC aerobically respired 
by heterotrophic bacteria.  

Exposure factors are reported per receiving ecosystem, i.e. for each of the 66 LMEs. 

 

Effect Factor (EF) 

The Effect Factor [PAF∙kgO2
-1] represents in a first step the average change in effect (∆PAF) due to an 

increase of the stressor intensity (-∆[O2]), which corresponds to a decrease in [O2], contrary to e.g. 
toxicity of chemicals, hence justifying the minus sign. The EF is calculated as shown in equation 9.10: 

𝐸𝐹𝑗 =
∆𝑃𝐴𝐹𝑗

−∆[𝑂2]𝑗
=

0.5

− (𝐻𝐶50𝐿𝑂𝐸𝐿𝑗 −𝑂2𝑠𝑜𝑙𝑢𝑏𝑗)
 

Equation 9.10 

where 𝐻𝐶50𝐿𝑂𝐸𝐿𝑗 is the DO concentration [in kg/m3] at which 50% of the species are affected above 

their lowest-observed-effect-level (LOEL) obtained by calculating: 

𝐻𝐶50𝐿𝑂𝐸𝐿𝑗 = 10
avg (𝑙𝑜𝑔𝐿𝑂𝐸𝐿𝑗) 

Equation 9.11 

equivalent to the geometric mean of the LOEL data, in accordance with the linear gradient approach 
as described by Pennington et al. (2004), for each receiving ecosystem 𝑗, and the 𝑂2𝑠𝑜𝑙𝑢𝑏𝑗 is the 

solubility of oxygen at 100 m depth (LME’s average depth) in ecosystem 𝑗 based on the average water 
temperature at the corresponding climate zone for which ecosystem 𝑗 is assigned. 

The LOEL data refers to the sensitivity of individual species to hypoxia. The used dataset is extracted 
from a comprehensive review of marine species responses to low DO concentrations (i.e. response to 
hypoxia) by Vaquer-Sunyer and Duarte (2008) and is limited to the data referring to benthic, demersal, 
or benthopelagic species. This dataset restricts the analysis to the species that live close or attached 
to the substrat or those whose feeding, reproduction, or hiding habits depend on bottom waters, and 
it includes 57 species of fish, crustaceans, molluscs, echinoderms, annelids, or cnidarians. The 
biological endpoints assessed include sublethal effects at behavioural and physiological level. 

A species sensitivity distribution (SSD) method is used to estimate the sensitivity of the community 
based on the sensitivity of individual species by means of a probabilistic model, as described by 
Posthuma et al. (2002). The method delivers the HC50LOEL, i.e. the concentration of DO (intensity of the 
stressor) affecting 50% of the species above their LOEL. The estimation of EFs is further detailed in 
Cosme et al. (2016). 

We used an estimate of the volume of each LME (area multiplied with 100m depth, as done in USEtox), 
in order to arrive at effect factors that do not contain the volume of the LMEs. 

The CFs are calculated as potentially affected fractions of species (PAF). A transformation from PAF to 
PDF is achieved by using factor of 0.5.  
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Vulnerability score (VS) 

We calculated a VS based on IUCN data for lobsters, bony fish, cartilaginous fish and sea cucumbers, 
following the same procedure as in the water consumption or land use chapters and presented in the 
framework chapter.  

 

9.3. Uncertainties 
The fate modelling framework shows high uncertainty mainly caused by the assumption of generic loss 
rate coefficients for several of the parameters due to the need of a global fate model that includes 
both inland (soil and freshwater) and marine fate processes. In addition, for countries emitting to more 
than one receiving spatial unit, the calculation of country-specific CFs assumes an even split of that 
emission between all potentially receiving LMEs which is a rough approximation of the real emission 
profile that reduces the precision of the results. Regarding the sensitivity of the model to the different 
parameters, the estimated FFs are strongly correlated to the hydraulic residence time of the receiving 
marine spatial units.  

The estimation of the exposure factor is built on biological processes described by accepted and 
transparent empirical mechanisms and models. Overall, it delivers spatially differentiated parameter 
fitting and results. The method adds ecological relevance to the exposure modelling and its sensitivity 
shows strong correlation to local primary productivity, expressed by a correlation coefficient of 94% 
between XFs and PP rates.  

The effect estimation based on sensitivity to hypoxia is built on a limited dataset (57 species). The 
estimation of EFs for individual LMEs is not possible due to the low representativeness of such number 
of species for a total of 66 LMEs. The adoption of a 5 climate zones resolution is thus preferred 
delivering EFs that can then be assigned to the LMEs falling into those climate zones. Several other 
species may be occurring in the receiving ecosystems (LME or climate zones) for which no sensitivity 
data is available. The data available is clearly short when comparing to the potential total number of 
resident species but the level of representativeness is not assessed. However, compared to e.g. efect 
factor calculation in ecotoxicty (in many cases using information for 5-7 species), the data availability 
was high. See Cosme et al. (2016) for further details on EF estimation and significance of spatial 
differentiation between climate zones. 

The adoption of the LME biogeographical classification system with 66 spatial units is a discrete choice 
in the modelling framework. The decision regarding any possible alternative zonation system falls on 
data availability for the driving parameter Primary Production rate (depth and area integrated). This 
fact also adds robustness and adaptability to the model proposed both in terms of size (and number) 
of spatial units adopted and extrapolation potential. 

 

9.4. Value choices 
Time horizon 
An infinite time horizon is taken in the calculations. No choices are thus modelled for marine 
eutrophication. 

Level of robustness 
The robustness of the fate modelling is considered low as some of the modelled parameters adopt a 
site-generic coefficient which still gives a valuable global coverage but reduces spatial differentiation. 
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In addition, the method used to assign the country emissions to multiple receiving ecosystems (where 
applicable) is both highly uncertain and greatly contributing to the model results. 

The exposure and effects modelling are based on ecological and biological processes. All the relevant 
processes are covered and built on state-of-the-art empirical models, estimation methods, and 
relevant data. The results are meaningful and the most sensitive/driving parameters are not very 
uncertain with the applied level of spatial differentiation. The level of robustness for these model 
components is therefore considered high. 

Overall, the robustness of the model for marine eutrophication impacts is considered moderate to high 
acknowledging that the lower robustness of the fate component has more influence in the CFs for 
countries with emissions to multiple receiving ecosystems (LMEs) than for the remaining countries. 

Figures 9.3 to 9.5 below show the spatial distribution of the endpoint characterization factors (CFend) 

for marine eutrophication impacts from nitrogen emissions on the three modelled emission routes. 

Tables 9.1 and 9.2 include the endpoint characterization factors (CFend) for marine eutrophication 

impacts calculated for the three emissions routes per country of emission, and Table 9.3 includes the 

aggregated CFs for the continental regions and the global average for the same emission routes. 

 

 

Figure 9.3: Endpoint characterization factors (CFend) [PDF·yr·kg-1] for marine eutrophication impacts from N emissions to 
groundwater. 

 

 



 

105 
 

Figure 9.4: Endpoint characterization factors (CFend) [PDF·yr·kg-1]for marine eutrophication impacts from N emissions to 
freshwater. 

 

 

Figure 9.5: Endpoint characterization factors (CFend) [PDF·yr·kg-1] for marine eutrophication impacts from nitrogen 
emissions to marine waters. 
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Table 9.1: Endpoint characterization factors [PDF·yr·kg-1] for marine eutrophication impacts from N emissions to surface 
water and to soil. Countries with no access to a coast or transport of water to a coastal regions can have a CF of zero. 

Country 
CF for N emission to soil 

[PDF*yr/kg] 
CF for N emission to 

freshwater (river) [PDF*yr/kg] 

Afghanistan 0.00E+00 2.64E-17 
Albania 1.59E-15 2.65E-15 
Algeria 9.12E-17 2.62E-15 
Angola 2.27E-16 9.08E-16 

Argentina 3.17E-16 2.38E-15 
Australia 5.00E-16 6.94E-15 
Austria 6.28E-17 2.49E-16 

Bangladesh 1.99E-15 3.23E-15 
Belgium 1.02E-15 4.16E-15 

Belize 0.00E+00 3.55E-19 
Benin 1.22E-17 7.35E-17 

Bhutan 0.00E+00 0.00E+00 
Bolivia 1.02E-16 4.47E-16 

Bosnia and Herzegovina 1.59E-15 3.88E-15 
Botswana 0.00E+00 1.16E-16 

Brazil 1.16E-14 4.33E-14 
Brunei 0.00E+00 0.00E+00 

Bulgaria 1.00E-18 1.16E-17 
Burkina Faso   

Burundi 0.00E+00 1.28E-17 
Byelarus 1.32E-14 8.18E-14 

Cambodia 0.00E+00 2.41E-16 
Cameroon 1.67E-17 4.91E-17 

Canada 1.98E-15 1.29E-14 
Central African Republic 0.00E+00 0.00E+00 

Chad 0.00E+00 2.99E-19 
Chile 5.59E-14 3.46E-13 
China 3.54E-13 1.80E-12 

Colombia 1.42E-16 1.93E-16 
Congo 1.40E-20 7.02E-20 

Costa Rica 3.84E-17 5.44E-17 
Croatia 6.54E-14 1.81E-13 
Cuba 3.31E-17 1.66E-16 

Czech Republic 1.16E-15 8.64E-15 
Denmark 3.82E-15 1.86E-14 
Djibouti 0.00E+00 0.00E+00 

Dominican Republic 2.85E-18 1.90E-17 
Ecuador   

Egypt 7.58E-18 2.48E-14 
El Salvador 1.47E-16 1.98E-16 

Equatorial Guinea 0.00E+00 0.00E+00 
Eritrea 0.00E+00 1.22E-16 
Estonia 5.37E-11 2.90E-10 
Ethiopia 3.21E-16 2.43E-15 
Finland 1.25E-14 7.09E-14 
France 1.20E-14 3.88E-14 

French Guiana 0.00E+00 0.00E+00 
Gabon 0.00E+00 1.79E-19 

Gambia, The 0.00E+00 1.20E-15 
Georgia 1.80E-14 4.57E-14 

Germany 1.00E-12 5.99E-12 
Ghana 2.13E-17 1.17E-16 
Greece 3.53E-17 1.95E-16 

Guatemala 2.62E-15 3.08E-15 
Guinea 1.59E-17 3.75E-17 

Guinea-Bissau 2.69E-18 5.37E-18 
Guyana 3.20E-17 3.20E-16 

Haiti 5.27E-16 1.58E-15 
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Honduras 7.95E-16 1.28E-15 
Hungary 1.92E-14 7.67E-14 
Iceland 0.00E+00 0.00E+00 

India 5.90E-15 1.30E-14 
Indonesia   

Iran 6.63E-19 2.70E-17 
Iraq 3.62E-18 6.78E-17 

Ireland 1.11E-16 2.15E-16 
Israel 2.13E-17 2.66E-16 
Italy 1.31E-15 3.96E-15 

Ivory Coast 2.67E-16 9.85E-16 
Japan 4.78E-16 5.98E-16 
Jordan 0.00E+00 1.64E-17 

Kazakhstan 1.31E-18 1.64E-17 
Kenya 1.14E-16 1.21E-15 
Kuwait 2.50E-18 7.51E-18 

Laos 6.25E-16 9.99E-18 
Latvia 1.91E-14 3.19E-13 

Lebanon 0.00E+00 8.57E-16 
Lesotho 5.40E-18 2.70E-17 
Liberia 5.00E-17 1.11E-17 
Libya 5.89E-15 3.91E-15 

Lithuania 1.21E-15 1.83E-13 
Luxembourg 1.15E-14 2.78E-14 
Macedonia 5.53E-17 9.56E-15 
Madagascar 1.20E-17 2.99E-18 

Malawi 2.24E-15 9.17E-17 
Malaysia 4.34E-16 1.03E-13 

Mali 0.00E+00 2.61E-16 
Mauritania 2.89E-16 4.74E-18 

Mexico 6.71E-17 3.04E-14 
Moldova 6.62E-17 7.95E-16 
Mongolia 3.99E-17 2.14E-18 

Montenegro 4.57E-16 6.86E-15 
Morocco 4.87E-17 1.47E-14 

Mozambique 3.18E-15 4.50E-17 
Myanmar (Burma) 0.00E+00 1.06E-15 

Namibia 1.13E-15 0.00E+00 
Nepal 8.93E-16 2.00E-16 

Netherlands 2.34E-13 4.24E-12 
New Zealand 1.60E-17 2.98E-16 

Nicaragua 6.71E-19 1.01E-17 
Niger 2.25E-16 1.83E-17 

Nigeria 1.27E-14 4.25E-15 
North Korea 3.17E-14 5.48E-14 

Norway 0.00E+00 5.88E-15 
Oman 3.65E-16 2.11E-17 

Pakistan 1.07E-17 5.57E-15 
Panama 0.00E+00 9.03E-16 

Papua New Guinea 3.74E-18 0.00E+00 
Paraguay 1.00E-15 4.12E-15 

Peru 5.56E-15 1.81E-15 
Philippines 4.39E-14 1.69E-14 

Poland 4.70E-17 4.61E-14 
Portugal 4.84E-16 1.79E-16 

Qatar 1.20E-16 0.00E+00 
Romania 0.00E+00 4.64E-15 

Russia   

Rwanda 4.60E-18 0.00E+00 
Saudi Arabia 9.17E-17 1.20E-16 

Senegal 0.00E+00 3.04E-14 
Serbia 2.02E-16 2.59E-15 

Sierra Leone 2.13E-15 0.00E+00 
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Slovakia 0.00E+00 5.35E-16 
Slovenia 6.25E-14 1.72E-12 
Somalia 7.03E-15 2.87E-18 

South Africa 4.21E-15 4.28E-15 
South Korea 5.36E-14 6.73E-13 

Spain 0.00E+00 3.67E-15 
Sri Lanka 0.00E+00 5.14E-16 

Sudan 0.00E+00 2.02E-19 
Suriname 2.95E-15 1.19E-17 
Swaziland 8.09E-16 8.70E-18 
Sweden 2.07E-14 1.95E-12 

Switzerland 7.72E-15 1.20E-14 
Syria 4.95E-18 5.08E-16 

Taiwan 2.08E-16 7.78E-16 
Tanzania, United Republic of 1.33E-17 5.77E-17 

Thailand 0.00E+00 6.49E-16 
Togo 2.82E-16 1.00E-15 

Trinidad and Tobago 1.42E-14 5.10E-17 
Tunisia 0.00E+00 1.27E-16 
Turkey 6.72E-15 2.42E-13 
Uganda 0.00E+00 0.00E+00 
Ukraine 8.14E-15 1.17E-14 

United Arab Emirates 3.19E-16 1.45E-17 
United Kingdom 4.46E-16 1.11E-14 

United States 6.50E-15 7.70E-13 
Uruguay 1.56E-16 2.90E-16 

Venezuela 0.00E+00 2.09E-15 
Vietnam 0.00E+00 1.46E-16 

Western Sahara 0.00E+00 0.00E+00 
Yemen 1.18E-17 2.43E-16 
Zaire 2.57E-18 4.28E-19 

Zambia 0.00E+00 1.35E-17 
Zimbabwe 0.00E+00 1.38E-17 

 

Table 9.2: Endpoint characterization factors [PDF·yr·kg-1] for marine eutrophication for marine eutrophication impacts 
from emissions directly to marine coastal waters. 

Country 
CF for direct N emission to 
marine system [PDF*yr/kg] 

Afghanistan 0.00E+00 
Albania 4.94E-15 
Algeria 4.94E-15 
American Samoa 0.00E+00 
Andorra 0.00E+00 
Angola 1.73E-15 
Anguilla 0.00E+00 
Antarctica 0.00E+00 
Antigua and Barbuda 5.23E-16 
Argentina 6.72E-15 
Armenia 0.00E+00 
Aruba 3.68E-16 
Australia 4.28E-16 
Austria 0.00E+00 
Azerbaijan 0.00E+00 
Bahamas, The 6.74E-16 
Bahrain 2.65E-15 
Baker Island 0.00E+00 
Bangladesh 1.47E-15 
Barbados 3.58E-16 
Belgium 2.69E-15 
Belize 4.18E-16 
Benin 1.72E-15 
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Bermuda 0.00E+00 
Bhutan 0.00E+00 
Bolivia 0.00E+00 
Bosnia and Herzegovina 4.94E-15 
Botswana 0.00E+00 
Bouvet Island 0.00E+00 
Brazil 8.07E-16 
British Indian Ocean Territory 0.00E+00 
British Virgin Islands 0.00E+00 
Brunei 8.40E-16 
Bulgaria 2.44E-15 
Burkina Faso 0.00E+00 
Burundi 0.00E+00 
Byelarus 0.00E+00 
Cambodia 5.87E-17 
Cameroon 1.54E-15 
Canada 1.09E-15 
Cape Verde 0.00E+00 
Cayman Islands 5.21E-16 
Central African Republic 0.00E+00 
Chad 0.00E+00 
Chile 2.48E-16 
China 5.02E-15 
Christmas Island 0.00E+00 
Cocos (Keeling) Islands 0.00E+00 
Colombia 5.18E-16 
Comoros 2.94E-16 
Congo 1.55E-15 
Cook Islands 0.00E+00 
Costa Rica 5.50E-16 
Croatia 4.94E-15 
Cuba 6.40E-16 
Cyprus 4.94E-15 
Czech Republic 0.00E+00 
Denmark 1.31E-14 
Djibouti 2.76E-15 
Dominica 7.42E-16 
Dominican Republic 3.47E-16 
Ecuador 6.57E-16 
Egypt 4.21E-15 
El Salvador 6.57E-16 
Equatorial Guinea 1.45E-15 
Eritrea 3.11E-15 
Estonia 1.92E-14 
Ethiopia 0.00E+00 
Falkland Islands (Islas Malvinas) 8.10E-15 
Faroe Islands 7.65E-16 
Federated States of Micronesia 0.00E+00 
Fiji 0.00E+00 
Finland 1.92E-14 
France 2.35E-15 
French Guiana 6.97E-16 
French Polynesia 0.00E+00 
French Southern & Antarctic Lands 0.00E+00 
Gabon 2.06E-15 
Gambia, The 1.33E-15 
Gaza Strip 4.94E-15 
Georgia 4.07E-15 
Germany 1.16E-14 
Ghana 2.89E-15 
Gibraltar 4.94E-15 
Glorioso Islands 2.94E-16 
Greece 4.94E-15 
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Greenland 9.49E-16 
Grenada 5.43E-16 
Guadeloupe 6.71E-16 
Guam 0.00E+00 
Guatemala 7.31E-16 
Guernsey 8.26E-16 
Guinea 2.57E-15 
Guinea-Bissau 1.20E-15 
Guyana 6.97E-16 
Haiti 3.64E-16 
Heard Island & McDonald Islands 0.00E+00 
Honduras 5.84E-16 
Howland Island 0.00E+00 
Hungary 0.00E+00 
Iceland 5.68E-16 
India 2.10E-15 
Indonesia 1.40E-15 
Iran 2.65E-15 
Iraq 2.65E-15 
Ireland 7.71E-16 
Israel 4.86E-15 
Italy 4.94E-15 
Ivory Coast 2.25E-15 
Jamaica 3.37E-16 
Jan Mayen 7.39E-16 
Japan 2.59E-15 
Jarvis Island 0.00E+00 
Jersey 7.88E-16 
Johnston Atoll 0.00E+00 
Jordan 3.11E-15 
Juan De Nova Island 2.94E-16 
Kazakhstan 0.00E+00 
Kenya 6.05E-16 
Kiribati 0.00E+00 
Kuwait 2.65E-15 
Kyrgyzstan 0.00E+00 
Laos 0.00E+00 
Latvia 1.92E-14 
Lebanon 4.94E-15 
Lesotho 0.00E+00 
Liberia 2.41E-15 
Libya 4.94E-15 
Liechtenstein 0.00E+00 
Lithuania 1.92E-14 
Macau 8.40E-16 
Macedonia 0.00E+00 
Madagascar 2.94E-16 
Malawi 0.00E+00 
Malaysia 9.12E-16 
Maldives 2.65E-15 
Mali 0.00E+00 
Malta 4.94E-15 
Man, Isle of 7.99E-16 
Marshall Islands 0.00E+00 
Martinique 3.75E-16 
Mauritania 1.11E-15 
Mauritius 0.00E+00 
Mayotte 2.94E-16 
Mexico 1.50E-15 
Midway Islands 3.28E-16 
Moldova 0.00E+00 
Monaco 4.94E-15 
Mongolia 0.00E+00 
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Montenegro 4.94E-15 
Montserrat 3.82E-16 
Morocco 4.90E-15 
Mozambique 2.94E-16 
Myanmar (Burma) 1.38E-15 
Namibia 1.74E-15 
Nauru 0.00E+00 
Netherlands 2.69E-15 
Netherlands Antilles 6.69E-16 
New Caledonia 0.00E+00 
New Zealand 7.67E-16 
Nicaragua 6.76E-16 
Niger 0.00E+00 
Nigeria 2.12E-15 
Niue 0.00E+00 
Norfolk Island 0.00E+00 
North Korea 6.71E-15 
Northern Mariana Islands 0.00E+00 
Norway 2.46E-15 
Oman 2.65E-15 
Pacific Islands (Palau) 0.00E+00 
Pakistan 2.65E-15 
Panama 5.84E-16 
Papua New Guinea 0.00E+00 
Paracel Islands 8.40E-16 
Peru 6.57E-16 
Philippines 3.49E-15 
Pitcairn Islands 0.00E+00 
Poland 1.92E-14 
Portugal 1.09E-15 
Puerto Rico 3.50E-16 
Qatar 2.65E-15 
Reunion 0.00E+00 
Romania 3.55E-15 
Russia 3.00E-15 
Rwanda 0.00E+00 
Sao Tome and Principe 1.03E-15 
Saudi Arabia 2.98E-15 
Senegal 1.40E-15 
Seychelles 0.00E+00 
Sierra Leone 1.58E-15 
Singapore 8.40E-16 
Slovakia 0.00E+00 
Slovenia 4.94E-15 
Solomon Islands 0.00E+00 
Somalia 2.65E-15 
South Africa 1.74E-15 
South Georgia and the South Sandwich Is 0.00E+00 
South Korea 1.99E-15 
Spain 2.93E-15 
Spratly Islands 8.40E-16 
Sri Lanka 1.34E-15 
St. Helena 0.00E+00 
St. Kitts and Nevis 8.01E-16 
St. Lucia 6.75E-16 
St. Pierre and Miquelon 1.13E-15 
St. Vincent and the Grenadines 7.97E-16 
Sudan 3.11E-15 
Suriname 6.97E-16 
Svalbard 2.12E-15 
Sweden 1.88E-14 
Syria 4.94E-15 
Taiwan 1.30E-15 
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Tajikistan 0.00E+00 
Tanzania, United Republic of 6.05E-16 
Thailand 8.03E-16 
Togo 9.15E-16 
Tokelau 0.00E+00 
Tonga 0.00E+00 
Trinidad and Tobago 7.06E-16 
Tunisia 4.94E-15 
Turkey 4.58E-15 
Turkmenistan 0.00E+00 
Turks and Caicos Islands 4.06E-16 
Tuvalu 0.00E+00 
Uganda 0.00E+00 
Ukraine 4.33E-15 
United Arab Emirates 2.65E-15 
United Kingdom 1.64E-15 
United States 8.66E-16 
Uruguay 2.25E-15 
Vanuatu 0.00E+00 
Venezuela 4.90E-16 
Vietnam 8.20E-16 
Virgin Islands 3.69E-16 
Wake Island 0.00E+00 
Wallis and Futuna 0.00E+00 
Western Sahara 1.29E-15 
Western Samoa 0.00E+00 
Yemen 2.68E-15 
Zaire 1.52E-15 
Zambia 0.00E+00 

 

Table 9.3: Continental and global averages of the CFs. 

CONTINENT 
CF for N emission to 
soil [PDF*yr/kg] 

CF for N emission to freshwater 
(river) [PDF*yr/kg] 

CF for direct N emission to 
marine system [PDF*yr/kg] 

Africa 4.697E-17 9.202E-16 2.191E-15 
Asia 2.055E-16 7.483E-16 2.244E-15 
Europe 3.751E-16 1.962E-15 3.869E-15 
North America 4.444E-17 2.175E-16 1.000E-15 
Oceania 3.028E-17 1.748E-16 5.123E-16 
South America 2.699E-16 1.172E-15 1.284E-15 

Global average 2.07E-16 9.16E-16 1.95E-15 
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9.6. Supporting Information 
Table 9.4: Hydraulic residence times on the receiving Large Marine ecosystems (LME) (data from sources or defined by 
archetype). 

Large Marine Ecosystem Hydraulic residence time Source 

#. name archetype [yr] References *(see list below) 

01. East Bering Sea 2 2.00   

02. Gulf of Alaska 1 0.25   

03. California Current 1 0.25   

04. Gulf of California   1.50 Lopez & Garcia (2003) 

05. Gulf of Mexico 4 90.00 Turner & Rabalais (2009); USGS (2012); Rivas et al. (2005) 

06. Southeast U.S. Continental Shelf 1 0.25 Alegria et al. (2000) 

07. Northeast U.S. Continental Shelf 1 0.25   

08. Scotian Shelf 1 0.25 Smith et al. (2003) 

09. Newfoundland-Labrador Shelf 1 0.25   

10. Insular Pacific-Hawaiian 1 0.25   

11. Pacific Central-American 1 0.25   

12. Caribbean Sea   0.21 Molinari et al. (1980) 

13. Humboldt Current   0.03 Hall et al. (1996) 

14. Patagonian Shelf 1 0.25   

15. South Brazil Shelf 1 0.25   
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16. East Brazil Shelf 1 0.25 Attisano et al. (2008) 

17. North Brazil Shelf 1 0.25 Limeburner et al. (1995) 

18. Canadian Eastern Arctic - West Greenland 1 0.25   

19. East Greenland Shelf 1 0.25   

20. Barents Sea 2 2.00   

21. Norwegian Sea 2 2.00   

22. North Sea   2.00 Blaas et al. (2001) 

23. Baltic Sea   25.00 Jansson B-O (1980); Matthäus & Schinke (1999) 

24. Celtic-Biscay Shelf 2 2.00   

25. Iberian Coastal 1 0.25   

26. Mediterranean   90.00 Pinet PR (2008) 

27. Canary Current 1 0.25   

28. Guinea Current   3.10 Hall et al. (1996) 

29. Benguela Current 1 0.25   

30. Agulhas Current 2 2.00   

31. Somali Coastal Current 1 0.25 Naqvi (2012) 

32. Arabian Sea   6.50 Sarma (2002) 

33. Red Sea   40.00 Smeed (2010); Grasshoff (1969); Tomczak & Godfrey (2003) 

34. Bay of Bengal   12.00 Sarma (2002) 

35. Gulf of Thailand   0.04 Dulaiova et al. (2006) 

36. South China Sea 3 25.00   

37. Sulu-Celebes Sea 3 25.00 Tessler (2012); Tessler et al. (2011). 

38. Indonesian Sea   0.75 Ffield & Gordon (1992) 

39. North Australian Shelf 1 0.25   

40. Northeast Australian Shelf 1 0.25 Choukroun et al. (2010) 

41. East-Central Australian Shelf 1 0.25   

42. Southeast Australian Shelf 1 0.25   

43. Southwest Australian Shelf 1 0.25   

44. West-Central Australian Shelf 1 0.25   

45. Northwest Australian Shelf 1 0.25   

46. New Zealand Shelf 1 0.25   

47. East China Sea   1.90 
Tsunogai et al. (1997); Tomczak & Godfrey (2003); Hall et al. 
(1996) 

48. Yellow Sea   2.00 Tsunogai et al. (1997); Tomczak & Godfrey (2003) 

49. Kuroshio Current   2.30 Matsuno et al. (2009) 

50. Sea of Japan/East Sea 3 25.00   

51. Oyashio Current 1 0.25   

52. Sea of Okhotsk 2 2.00 Yamamoto et al. (2001) 

53. West Bering Sea 1 0.25   

54. Northern Bering - Chukchi Seas   3.50 Schlosser et al. (1994) 

55. Beaufort Sea   3.50 Schlosser et al. (1994) 

56. East Siberian Sea   3.50 Schlosser et al. (1994) 

57. Laptev Sea   3.50 Schlosser et al. (1994) 

58. Kara Sea   3.50 Schlosser et al. (1994) 

59. Iceland Shelf and Sea 1 0.25   

60. Faroe Plateau   0.25 Gaard (2000) 

61. Antarctic   6.00 Jacobs et al. (1985) 

62. Black Sea 4 90.00 Murray et al. (2007) 

63. Hudson Bay Complex   6.60 Ingram & Prinsenberg (1998) 

64. Central Arctic Ocean   11.00 Jahn et al. (2010) 

65. Aleutian Islands 1 0.25   

66. Canadian High Arctic - North Greenland 2 2.00   
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10.1.  Areas of protection and environmental mechanisms covered 
The impact assessment method for assessing human toxicity concerning the area of protection of 
human health and for assessing freshwater ecotoxicity, marine water ecotoxicity and terrestrial soil 
ecotoxicity concerning the area of protection of ecosystem quality is based on Rosenbaum et al. (2008), 
Rosenbaum et al. (2011), and Henderson et al. (2011). 

Description of impact pathways  

Chemicals can be emitted to the environment (air, water, soil, etc.) during all life cycle stages of 
products, services and systems. Emission inventories of different products may contain hundreds of 
chemicals, of which many will have the potential to cause toxic impacts on human beings and/or 
ecosystems. Hence, identifying and quantifying human health and ecosystem impacts associated with 
emissions of toxic chemicals are an important aspect for developing more sustainable products and 
technologies. The related impact pathway is covering the environmental fate of emitted toxic 
chemicals, human and ecosystem exposure to increased environmental concentrations of these 
chemicals, the associated toxicity-related effects due to chemical exposure in different environmental 
compartments, and finally the translation of these effects into damages on human health and 
ecosystem quality (Figure 10.1; Equations 10.1 and 10.2). 
 

 

Figure 10.1: Cause-effect chain for damages on human health and ecosystem quality caused by chemical emissions. The 
interim steps of the impact pathways are depicted and the factors leading to them are described in Equation 10.1 for 
human toxicity and in Equation 10.2 for ecotoxicity. 

 
The impact pathways for both human toxicity and ecotoxicity are consistently built from a set of 
multiplicative factors including (a) a fate factor accounting for the distribution and transformation of 
toxic chemicals in the environment, (b) an exposure factor relating environmental concentrations of 
toxic chemicals to human and ecosystem exposures, (c) an effect factor associating potential human 
toxicity and ecotoxicity effects per unit of chemical exposure, and (d) a damage factor relating toxicity 
effects to damages on human health and ecosystem quality. Chemicals thereby refer to organic 
chemical substances and metallic elements that exist in various chemical forms. 
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The toxicity-related human health characterization factor at endpoint level, 𝐶𝐹h [DALY/kgemitted], 
representing the number of disability-adjusted life years (DALY) per kg of chemical emitted to an 
environmental compartment, is derived as follows: 
 

𝐶𝐹h = 𝐹𝐹 × 𝑋𝐹h⏟      
𝑖𝐹

× 𝐸𝐹h × 𝐷𝐹h                    Eq. 10.1 

 
where 𝐹𝐹 [kgin compartment/(kgemitted/day)] is the fate factor relating the chemical mass in a given 
environmental compartment to the chemical mass emitted per day into an environmental 

compartment, 𝑋𝐹h [(kgintake/day)/kgin compartment] is the human exposure fator relating the chemical 
mass taken in per day by a human population to the chemical mass in a given environmental 

compartment, 𝐸𝐹h [disease cases/kgintake] is the human toxicity effect factor relating the likelihood (or 
potential risk) of developing an adverse health effect expressed as number of cancer or non-cancer 

disease cases to the chemical mass taken in by a human population, and 𝐷𝐹h [DALY/disease cases] is 
the human damage factor relating the number of DALY to the number of cancer or non-cancer disease 
cases, respectively. Fate factor and human exposure factor can be combined into the population intake 

fraction, 𝑖𝐹 = 𝐹𝐹 × 𝑋𝐹h [kgintake/kgemitted], directly relating the chemical mass taken in by a human 
population to the chemical mass emitted to a given environmental compartment or to the chemical 
mass applied (in case of exposure to pesticide residues in food crops). All factors in Equation 10.1 are 
further detailed in Equations 10.3 to 10.12. 

 
The ecotoxicity-related ecosystem quality characterization factor at endpoint level, 𝐶𝐹e  
[PDF∙m3

exposure medium∙day/kgemitted], representing the potentially disappeared fraction of species (PDF) 
integrated over the volume of exposed compartment (e.g. freshwater) or medium (e.g. soil pore water) 
and time per kg of chemical emitted to an environmental compartment, is derived as follows: 
 
𝐶𝐹e = 𝐹𝐹 × 𝑋𝐹e × 𝐸𝐹e × 𝐷𝐹e                    Eq. 10.2 
 
where 𝐹𝐹 [kgin compartment/(kgemitted/day)] is the fate factor relating the chemical mass in a given 
environmental compartment to the chemical mass emitted per day into the same or another 
environmental compartment, 𝑋𝐹e [kgbioavailable/kgin compartment] is the ecosystem exposure factor 
representing the bioavailability of chemicals to organisms in the environmental compartments 
considered for ecotoxicity, 𝐸𝐹e [PAF∙m3

exposure medium/kgbioavailable] is the ecotoxicity effect factor relating 
the potential of the bioavailable fraction of a chemical to cause toxic effects to an exposed ecosystem 
expressed as potentially affected fraction of species in the exposed ecosystem integrated over the 
compartment or medium volume to the chemical mass in the environmental compartment 
surrounding the exposed ecosystem, and 𝐷𝐹e [PDF/PAF] is the ecosystem damage factor relating the 
potentially disappeared fraction of species to the potentially affected fraction of species. When the 
emission compartment is different from the compartment of the exposed ecosystem, the fate factor 
is interpreted as product of the residence time of a chemical in the receiving exposure compartment, 
𝐹𝐹𝑖2  [day], and the overall time-integrated chemical mass fraction transferred from the emission 

compartment 𝑖1 to the exposure compartment 𝑖2, 𝑓𝑖2←𝑖1 [kgin compartment/kgemitted], i.e. 𝐹𝐹 =

𝑓𝑖2←𝑖1 × 𝐹𝐹𝑖2. All factors in Equation 10.2 are further detailed in Equations 10.13 to 10.18. 

Description of all related impact categories 
This impact pathway affects the impact categories human health, freshwater ecosystem quality, 
marine ecosystem quality, and terrestrial ecosystem quality. 

Methodological choice 

For human toxicity and ecotoxicity impacts, global average CFs based on the assumption of linearity 
throughout the impact pathway are available to characterize potential human toxicity and ecotoxicity 
impacts associated with emissions of toxic chemicals into the environment. 
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Spatial detail 

Global average CFs for human toxiciy and ecotoxicity are provided by default for different 
environmental emission compartments (local scale: indoor and urban air; continental and global scale: 
rural air, agricultural and natural soil, freshwater and marine water), where indoor, urban and 
continental parameters represent average residential and industrial buildings for indoor (Hellweg et 
al. 2009), an average city for urban air and a default continent (defined as average of all real-world 
continents) for the continental scale (Rosenbaum et al. 2008). The considered environmental 
compartments are shown in Figure 10.2. 
 

 

Figure 10.2: Nested compartment setup for human toxicity and ecotoxicity. 

 
CFs for human toxicity and ecotoxicity are furthermore derived for 16 parameterized sub-continental 
zones1 (Central Asia; Indochina; Northern Australia; Southern Australia and New Zealand; Southern 
Africa; North, West, East and Central Africa; Argentina+; Brazil+; Central America & Caribbean; USA 
and Southern Canada; Northern Europe and Northern Canada; Europe; East Indies and Pacific; India+; 
Eastern China; Japan and Korean Peninsula) and 8 parameterized continental zones (North America; 
Latin America; Europe; Africa and Middle East; Central Asia; Southeast Asia; Northern regions; 
Oceania) based on work by Kounina et al. (2014). Continental zones are either weighted averages of 
sub-continental zones (e.g. continental zone “Oceania” is the weighted average of the two sub-
continental zones “Northern Australia” and “Southern Australia and New Zealand”) or in specific cases 
equal to sub-continental zones (e.g. continental zone “Northern regions” equals the sub-continental 
zone “Northern Europe and Northern Canada”). CFs for continental and sub-continental regions can 
addietionally serve as sensitivity analysis of the default average global CFs (representing average 
continental emissions). 
 
Global average CFs for freshwater ecotoxicity and marine water ecotoxicity for metals are based on, 
respectively, averaging CFs from 7 European freshwater archetypes representing the variation of 
freshwater chemistries in Europe mainland based on work by Gandhi et al. (2011) and Dong et al. 
(2014), and averaging CFs from 64 large marine ecosystems representing comparatively independent 

 
1 The symbol “+” in the name of some sub-continental zones indicates that besides the country given in the 
zone name includes further, typically much smaller countries. Argentina+ includes Argentina, Chile, Falkland 
Islands (Malvinas), Paraguay, and Uruguay; Brazil+ includes Bolivia, Peru, most of Brazil, Colombia, and 
Southern Ecuador; India+ includes India, Bangladesh, Bhutan, Nepal, Pakistan, and Sri Lanka. 
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coastal seas, in total covering the global coastal zones, based on work by Dong et al. (2016). Global 
generic CFs for terrestrial soil ecotoxicity for metals are based on combining natural and agricultural 
soil compartments. Available properties (pH and organic carbon content) of these two soil 
compartments as originally defined by Rosenbaum et al. (2008) were matched with other relevant soil 
properties (e.g., content of clay, concentrations of dissolved base cations), equal to properties of soils 
which are the closest in terms of pH and organic carbon to properties of the natural or agricultural soil 
compartments. Details regarding the soil properties used for the matching are provided in (Owsianiak 
et al. 2013). 
 

10.2. Calculation of the characterization factors at endpoint level 

Human toxicity 

The average toxicity-related characterization factor for human health is defined in terms of DALY per 
kg emitted chemical into a given environmental compartment as shown in Figure 10.1 and Equation 
10.1. The specific factors are described below. 
 
Fate factor: The fate factor, 𝐹𝐹 [kgin compartment/(kgemitted/day)], relates the time-integrated chemical 
mass in a given environmental compartment to the chemical mass emitted per day into the 
environment. The fate factor thereby accounts for loss processes within environmental compartments 
(e.g. degradation) and multimedia transfer processes between different environmental compartments 
(e.g. diffusion and advection). The fate factor can be interpreted as the time-integrated chemical mass 
in a given environmental compartment due to an emission of the chemical in the same or another 
compartment. Fate factors for all considered environmental compartments can be expressed as 
elements of a square matrix, the fate matrix 𝐅𝐅 ∈ ℝ𝑛×𝑛, whose columns denote 𝑖 ∈ {1,… , 𝑛} emission 
compartments and whose rows denote 𝑗 ∈ {1,… , 𝑛} receiving compartments, where the chemical is 

finally transferred to. The 𝑗th main diagonal element of 𝐅𝐅 describes the effective residence time in 

the 𝑗th environmental compartment. Each off-diagonal element of 𝐅𝐅 can be interpreted as the 
fraction transferred from an emission source compartment 𝑖 to receiving compartment 𝑗 with 𝑖 ≠ 𝑗 
and 𝑖, 𝑗 ∈ {1,… , 𝑛}  where all transfers through third compartments are already considered (Margni et 
al. 2004), multiplied by the effective residence time in compartment j. The fate matrix is determined 
from the square matrix of first order rate coefficients 𝐊 ∈ ℝn×n as (Rosenbaum et al. 2007): 
 
𝐅𝐅 = −𝐊−1                       Eq. 10.3 
 
Elements of 𝐊 are the first order rate coefficients 𝑘𝑖𝑗, 𝑖, 𝑗 ∈ {1,… , 𝑛} [(kgemitted/day)/kgin compartment]. Each 

main diagonal element of 𝐊, i.e. 𝑘𝑖𝑗 with 𝑖 = 𝑗 and 𝑖, 𝑗 ∈ {1,… , 𝑛}, contains the bulk removal rate 

coefficient in compartment 𝑖, 𝑘loss,𝑖, plus the sum of transfer rate coefficients from compartment 𝑖 to 
relevant adjacent compartments 𝑗, and off-diagonal elements of 𝐊, i.e. 𝑘𝑖𝑗 with 𝑖 ≠ 𝑗 and 𝑖, 𝑗 ∈

{1,… , 𝑛} contain individual transfer rate coefficients from compartment 𝑗 to compartment 𝑖. 𝐊, hence, 
has the following structure (Fantke et al. 2013): 
 

𝐊 = (
𝑘11 ⋯ 𝑘1𝑛
⋮ ⋱ ⋮
𝑘𝑛1 ⋯ 𝑘𝑛𝑛

)  with 𝑘𝑖𝑗 = {
     𝑘𝑖𝑗                                   for 𝑖 ≠ 𝑗

−(𝑘loss,𝑗 + ∑ 𝑘𝑙𝑖
𝑛
𝑙=1,𝑙≠𝑖 ) for 𝑖 = 𝑗

                 Eq. 10.4 

 
with line and column indices for receiving and source compartments, respectively. Each element of 𝐊 
consists of one or more physical transport or removal process and, thus, describes a part of the fate of 
chemicals in the environment. These processes are futher described elsewhere (Rosenbaum et al. 
2007, Rosenbaum et al. 2008, Henderson et al. 2011) and distinguish between neutral organic 
chemicals and ionized organic chemicals (bases, acids) according to the approach used by van Zelm et 
al. (2013) based on work by Franco and Trapp (2008) and Franco and Trapp (2010). 
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Human exposure factor: The human exposure factor, 𝑋𝐹h [(kgintake/day)/kgin compartment], relates the 
chemical mass taken in per day by a human population to the chemical mass in a given environmental 
compartment. Human exposure routes considered are inhalation and ingestion, where it can be 
distinguished between direct exposure (via inhalation of air and via ingestion of drinking water) and 
indirect exposure through bioaccumulation processes in animal tissues, such as meat, milk, and fish 
(Rosenbaum et al. 2011). Dermal exposure is currently not considered. Human exposure factors 

describing direct exposure, 𝑋𝐹direct,𝑥,𝑖
h , are derived as: 

 

𝑋𝐹direct,𝑥,𝑖
h = 

𝐼𝑅𝑥,𝑖× 𝑛pop

𝜌𝑖×𝑉𝑖
                     Eq. 10.5 

 
where 𝐼𝑅𝑥,𝑖  [kgintake/day/capita] is the individual human intake rate of environmental medium 𝑖 ∈
{air, freshwater} via exposure pathway 𝑥 ∈ {inhalation of air, ingestion of water},  𝑛pop [capita] is 

the population head count in the exposure compartment, 𝜌𝑖  [kgcompartment/mcompartment
3 ] is the 

bulk density of the 𝑖th compartment, and 𝑉𝑖 [mcompartment
3 ] is the volume of the 𝑖th compartment. For 

inhalation exposure to chemicals in indoor air environments based on Wenger et al. (2012), an 
additional factor is included for calculating 𝑋𝐹, namely a unitless mixing factor that accounts for 
incomplete mixing conditions (Hellweg et al. 2009). However, this mixing factor is currently set to 1, 
i.e. assuming complete mixing, and is therefore not considered in Equation 10.5. For indirect exposure, 
bioaccumulation in food substrates is additionally considered. Hence, human exposure factors 

describing indirect exposure, 𝑋𝐹indirect,𝑥,𝑖
h , are derived as: 

 

𝑋𝐹indirect,𝑥,𝑖
h = 

𝐵𝐴𝐹𝑥,𝑖×𝐼𝑅𝑥,𝑖× 𝑛pop

𝜌𝑖×𝑉𝑖
                    Eq. 10.6 

 
where 𝐵𝐴𝐹𝑥,𝑖 = 𝐶𝑥/𝐶𝑖 [kgin food substrate/kgin compartment] is the bioaccumulation factor expressed as ratio 

between the steady-state concentration in the food substrate corresponding to the 𝑥th exposure 
pathway (e.g. ingestion of meat),  𝐶𝑥 [kgin food substrate/m3

food substrate], and the steady-state concentration 

in the 𝑖th compartment, 𝐶𝑖 [kgin compartment/mcompartment
3 ]. 𝐼𝑅𝑥,𝑖 [kgintake/day/capita] refers for 

indirect exposure to the individual ingestion intake rate of food substrate related to the 𝑥th exposure 

pathway. Each human exposure factor represents the increase in human exposure via the 𝑥th exposure 

pathway due to an increase in chemical mass (or concentration) in the 𝑖th compartment. The 
considered human exposure pathways are shown in Figure 10.3 and include inhalation of indoor, urban 
and rural air, ingestion of untreated surface freshwater, ingestion of leaf crops (exposed produce) and 
root crops (unexposed produce) grown on agricultural soil, ingestion of meat and milk, ingestion of 
fish from freshwater and marine water compartments (Rosenbaum et al. 2008, Rosenbaum et al. 
2011), and ingestion of food crops grown on agricultural soil (wheat, paddy rice, tomato, apple, lettuce, 
potato) that are directly treated with pesticide chemicals (Fantke et al. 2011b, Fantke et al. 2012). In 
contrast, exposure pathways with negligible contribution to overall human exposure (e.g. ingestion of 
eggs) for most chemicals are not included following the principle of parsimony (Hauschild et al. 2008). 
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Figure 10.3: Exposure pathway setup for human toxicity. 

 
Population intake fraction: The population intake fraction, 𝑖𝐹 [kgintake/kgemitted], directly relates the 
chemical mass that is eventually taken in by a human population via various exposure pathways to the 
chemical mass emitted to a given environmental compartment (Bennett et al. 2002a, Bennett et al. 
2002b) or to the chemical mass applied (in case of exposure to pesticide residues in food crops, see 
Equations 10.8 and 10.9). The population intake fraction is the product of fate factor and human 
exposure factor (Rosenbaum et al. 2007, Rosenbaum et al. 2011): 
 

𝑖𝐹 = 𝐹𝐹 × 𝑋𝐹h                                         Eq. 10.7 
 
For human exposure to pesticide residues in food crops via ingestion of harvested crops, the 
corresponding population residue-related intake fraction directly relates the chemical mass that is 
eventually taken in by a human population via consumption of 𝑐 ∈ {1,… , 𝑛} harvested food crop 
components to the chemical mass applied to the environment. Since transfer from the mass applied 
to the residual mass in the crop is not captured in the fate factors matrix, the corresponding intake 
fraction for crop residues, 𝑖𝐹residue [kgintake/kgapplied], needs to directly relate the mass found as crop 
residues to the mass of chemical applied to the crop (Fantke et al. 2011b): 
 

𝑖𝐹residue = 
∑ 𝑚residue,𝑝𝑝  

𝑚applied
 × 𝑃𝐹                     Eq. 10.8 

 

where 𝑚residue,𝑝 [kgin crop harvest] is the residual mass of chemical in the 𝑝th harvested food crop 

component, 𝑚applied [kgapplied] is the total chemical mass applied to the environment, and 𝑃𝐹 

[kgintake/kgin crop harvest] is the residue reduction factor due to food processing (e.g. washing, cooking) 
relating chemical residues in processed food crop commodities, kgin processed food/kgfood product, to chemical 
residues in harvested, unprocessed food crop components, kgin crop harvest/kgharvested crop (Fantke et al. 

2011a). The fractions of chemical mass applied that is emitted to the 𝑖th compartment, 𝑓𝑖 
[kgapplied/kgemitted], with 𝑖 ∈ {air, soil}, are further combined with the respective intake fractions for an 
emission to these compartments, 𝑖𝐹𝑖. With that, we would arrive at the total population intake fraction 
from an application to any crop 𝑝: 
 

𝑖𝐹crop application = 𝑖𝐹residue + ∑ 𝑖𝐹𝑖 × 𝑓𝑖𝑖                    Eq. 10.9 
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All CFs related to exposure to pesticide residues in food crops are by default normalized to the chemical 
mass applied (Fantke et al. 2011b), which means that in the life cycle inventories of food crop 
production, the mass applied to a crop needs to be given. Hence, CFs for food crop residues are given 
in impact/kg applied (instead of impact/kg emitted), and are provided for wheat as reference crop. 
 

Human toxicity effect factor: The human toxicity effect factor, 𝐸𝐹h [disease cases/kgintake], relates the 
likelihood (or potential risk) of developing an adverse health effect expressed as number of cancer or 
non-cancer mortality or morbidity disease cases to the chemical mass taken in by a human population. 
This factor is based on toxicity data for cancer and non-cancer effects derived from laboratory studies 
on different animal species, where differences in metabolic activation of chemicals between tested 
animals and humans are not considered. Other health endpoints, such as endocrine disruption, are 
currently not included. Relying on the assumption of linear dose-response curves for each disease 
endpoint and exposure pathway, the human dose-response slope factor for exposure route 𝑥 ∈ 
{inhalation, ingestion} and health endpoint 𝑝 ∈ {cancer, non-cancer} is derived as (Rosenbaum et al. 
2011): 
 

𝐸𝐹𝑥,𝑝
h =

𝛼

𝐸𝐷50𝑥,𝑝
h                       Eq. 10.10 

 
where 𝛼 is the unitless response level corresponding to considered health effects that is set to 𝛼 =
0.5, i.e. 50% of the exposed population have a probability of getting cancer or non-cancer from taking 

in a chemical quantity equal to 𝐸𝐷50𝑥,𝑝
h , and 𝐸𝐷50𝑥,𝑝

h  [kgintake/lifetime/person] is the estimated 

lifetime dose for humans related to the xth exposure route that causes an increase in the probability of 
getting the pth health effect. 
 

For cancer effects, the lifetime 𝐸𝐷50𝑥,cancer
h  is either derived in priority from human-based data for a 

few chemicals, for which such data are available, or as for most chemicals, extrapolated from cancer 

tests of the 𝑠th animal species by using the chronic tumourigenic dose-rate, 𝑇𝐷50𝑥
𝑠  

[mgintake/kgbody weight/ lifetimeanimal], expressed as mg of chemical taken in per kg animal body weight 
over the animal species standard lifetime (Rosenbaum et al. (2011): 
 

𝐸𝐷50𝑥,cancer
h =

𝑇𝐷50𝑥
𝑠×𝐿𝑇h×𝐵𝑊h×

d

yr

𝑓𝑠×𝑓exposure×
mg

kg

                    Eq. 10.11 

 

where 𝐿𝑇h = 70 years is the average human life time (Rosenbaum et al. 2011), 𝐵𝑊h = 70 kg is the 
average human body weight (Rosenbaum et al. 2011), 𝑓𝑠 is the extrapolation factor correcting for 

differences between the 𝑠𝑡h studied animal species and humans, i.e. 𝑓𝑠 = 4.1 for rat, 𝑓𝑠 = 7.3 for 
mouse, 𝑓𝑠 = 1.5 for dog, 𝑓𝑠 = 2.4 for rabbit and 𝑓𝑠 = 1.9  for monkey (Vermeire et al. 2001), and 
𝑓exposure is the extrapolation factor correcting for differences between exposure duration of the study 

and chronic exposure, i.e. 𝑓exposure = 5 for subacute exposure and 𝑓exposure = 2 for subchronic 

exposure (Huijbregts et al. 2005). Finally, d
yr
= 365 days/yr corrects for the number of days per year, 

and mg
kg
= 106 mg/kg corrects for mg per kg. 

 
For non-cancer effects, insufficient data are currently available for most substances to recalculate an 

𝐸𝐷50𝑥,non-cancer
h  with dose-response models. In these cases, the 𝐸𝐷50𝑥,non-cancer

h  has been estimated 

from no-observed effect levels of the 𝑠th exposed animal species, 𝑁𝑂𝐸𝐿𝑠 [mgintake/kgbody weight/day] or, 
if no-observed effect level data are not available, from lowest observable effect levels, 𝐿𝑂𝐸𝐿𝑠 
[mgintake/kgbody weight/day]: 
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𝐸𝐷50𝑥,non-cancer
h =

NOEL𝑠×𝑓NOEL-to-ED50×𝐿𝑇
h×𝐵𝑊h×

d

yr

𝑓𝑠×𝑓exposure×
mg

kg

=
LOEL𝑠×𝑓LOEL-to-NOEL⏞              

𝑁𝑂𝐸𝐿𝑠

×𝑓NOEL-to-ED50×𝐿𝑇
h×𝐵𝑊h×

d

yr

𝑓𝑠×𝑓exposure×
mg

kg

 Eq. 10.12 

 
where 𝑓NOEL-to-ED50 = 9 is the NOEL-to-ED50 extrapolation factor (Huijbregts et al. 
2005), 𝑓LOEL-to-NOEL = 0.25 is the LOEL-to-NOEL extrapolation factor in cases where 𝑁𝑂𝐸𝐿𝑠 is not 
available (Huijbregts et al. 2005). 
 
In case no data were available for a specific exposure route in Equations 10.11 and 10.12, an analysis 
of route-to-route extrapolation supports the assumption of equal potency or slope factor for systemic 
effects between inhalation and ingestion route for most chemicals (Rosenbaum et al. 2011). 
 

Human damage factor: The human damage factor, 𝐷𝐹h [DALY/disease cases], relates the number of 
DALY to the number of cancer or non-cancer disease cases, respectively. Human damage factors of  

𝐷𝐹cancer
h = 11.5 and 𝐷𝐹non-cancer

h = 2.7 DALY per  cancer and non-cancer disease case, respectively, are 
used based on global human health statistics  (Huijbregts et al. 2005). All DALY values are undiscounted 
and without age-weighting, i.e. future impacts are counted with similar weight as immediate impacts 
and health effects are weighted equally at all ages. This reflects an equal value of a life lived by children, 
young adults, and elderly for present and future generations as proposed by Arnesen and Nord (1999). 
 

Ecotoxicity 

The average ecotoxicity-related characterization factor for ecosystem quality is defined in terms of PDF 
integrated over time per kg emitted chemical to a given environmental compartment as shown in 
Figure 10.1 and Equation 10.2. The specific factors are described below. 
 

Fate factor: The fate factor, 𝐹𝐹 [kgin compartment/(kgemitted/day)], relates the time-integrated chemical 
mass in a given environmental compartment to the chemical mass emitted per day into the 
environment. The fate factor thereby accounts for loss processes within environmental compartments 
(e.g. degradation) and multimedia transfer processes between different environmental compartments 
(e.g. diffusion and advection). When the emission compartment is different from the compartment of 
the exposed ecosystem, the fate factor is interpreted as product of the residence time of a chemical 
in the receiving exposure compartment, 𝐹𝐹𝑖2  [day], and the overall time-integrated chemical mass 

fraction transferred from the emission compartment 𝑖1 to the exposure compartment 𝑖2, 𝑓𝑖2←𝑖1 [kgin 

compartment/kgemitted], i.e. 𝐹𝐹 = 𝑓𝑖2←𝑖1 × 𝐹𝐹𝑖2 . The fate factor is equal to the fate factor used for 

calculating human toxicity CFs and is, hence, described in more detail in the “Human toxicity” section 
(see text associated with Equations 10.3 and 10.4, and with Figure 10.2). 
 
Ecosystem exposure factor: The ecosystem exposure factor, 𝑋𝐹e [kgbioavailable/kgin compartment], 
represents the bioavailability of chemicals to organisms in the environmental compartments 
considered for ecotoxicity. Several factors and processes may influence the amount of chemicals 
available for ecosystem exposure (e.g. sorption, dissolution, dissociation, chemical speciation), which 
can be expressed as bioavailability  or bioaccessibility (Semple et al. 2004). For aquatic compartments, 
bioavailability is considered by calculating 𝑋𝐹e as the truly dissolved fraction of a chemical in 
freshwater (Henderson et al. 2011, Dong et al. 2014) and in marine water (Dong et al. 2016), 
respectively. The ecosystem exposure factor for aquatic ecosystems, i.e. for ecosystems in aquatic 
compartments 𝑖water ∈ {continental freshwater, continental marine water}, 𝑋𝐹𝑖water

e , is derived as 

(Brandes et al. 1996, Huijbregts et al. 2010): 
 

 𝑋𝐹𝑖water
e =

1

1+𝐾susp,𝑖×𝐶susp,𝑖+𝐾doc,𝑖×𝐶doc,𝑖+𝐵𝐶𝐹fish,𝑖×𝐶biota,𝑖
                 Eq. 10.14 
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where 𝐾susp,𝑖 [Lwater/kgsuspended solids] is the equilibrium partition coefficient between suspended solids 

and (fresh-, marine) water, 𝐶susp,𝑖 [kgsuspended solids/Lwater] is the concentration of suspended solids in 

(fresh-, marine) water and is assumed to be 𝐶susp,freshwater = 15 × 10
−6 kg/L in freshwater (Brandes 

et al. 1996, Huijbregts et al. 2010) and 𝐶susp,marine water = 5 × 10
−6 kg/L in marine water, 𝐾doc,𝑖 

[Lwater/kgDOC] is the equilibrium partition coefficient between dissolved organic carbon (DOC) and 
(fresh-, marine) water, 𝐶doc,𝑖 [kgDOC/Lwater] is the concentration of dissolved organic carbon in water 

and is assumed to be 𝐶doc,freshwater = 5 × 10
−6 kg/L (Huijbregts et al. 2010) and 𝐶doc,marine water =

10−6 kg/L in marine water, 𝐵𝐶𝐹fish,𝑖 [Lwater/kgfish] is the bioconcentration factor of fish in (fresh-, 
marine) water, and 𝐶biota,𝑖 [kgbiota/Lwater] is the concentration of biota in (fresh-, marine) water and is 

assumed to be 𝐶biota,freshwater = 𝐶biota,marine water = 10−6 kg/L (Brandes et al. 1996, Huijbregts et 

al. 2010) in freshwater and marine water. Ecosystem species considered in calculation of ecosystem 
exposure and subsequent effects in freshwater ecosystems are schematially shown in Figure 10.4. 
 

 

Figure 10.3: Simplified foodweb for freshwater/marine water ecosystems (Larsen & Hauschild 2007). 

 
For terrestrial compartments (i.e. soil), the exposure factor, 𝑋𝐹𝑖

e [kgbioavailalbe/kgin compartment], is 
calculated from the the ratio of the bioavailable concentration, i.e. the total dissolved concentration 

for organic substances and the reactive concentration for metallic elements, in the 𝑖th terrestrial 
compartment, 𝐶bioavailable,𝑖 [kgbioavailalbe/kgcompartment] with 𝑖 ∈ {continental agricultural soil, continental 
natural soil}, and the total chemical concentration in that compartment, 𝐶total,𝑖 
[kgin compartment/kgcompartment]: 
 

𝑋𝐹𝑖soil
e =

𝐶bioavailable,𝑖

𝐶total,𝑖
                         Eq. 10.15 

 
For organic chemicals, this relies on equilibrium partitioning between bulk soil and soil pore water 
content. Bioavailability of metals in terrestrial compartments is considered by calculating 𝑋𝐹metal,𝑖

e  for 

compartment as the product of two factors, namely the accessibility factor in the 𝑖th terrestrial 
compartment, 𝐴𝐶𝐹𝑖

e  [kgreactive/kgin compartment], representing the reactive fraction of total metal, and the 

bioavailability factor in the 𝑖th terrestrial compartment, 𝐵𝐹𝑖
e [kgbioavailable/kgreactive], representing the 

bioavailable free ion fraction of reactive metal (Owsianiak et al. 2013). The ecosystem exposure factor 
of metals for terrestrial ecosystems, i.e. for ecosystems in terrestrial compartments, 𝑋𝐹metal,𝑖soil

e , is 

derived as: 
 

𝑋𝐹metal,𝑖
e = 𝐴𝐶𝐹𝑖

e × 𝐵𝐹𝑖
e = (

Δ𝐶reactive,𝑖

Δ𝐶total,𝑖
)

⏟      
𝐴𝐶𝐹𝑖

e

× (
Δ𝐶bioavailable,𝑖×𝜃𝑖

Δ𝐶reactive,𝑖×𝜌𝑖
)

⏟          
𝐵𝐹𝑖

e

                   Eq. 10.16 
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where Δ𝐶reactive,𝑖 [kgreactive/kgcompartment] is the incremental change of reactive metal concentration in 

the  𝑖th terrestrial compartment, Δ𝐶total,𝑖 [kgin compartment/kgcompartment] is the incremental change of total 

metal concentration in the 𝑖th terrestrial compartment, Δ𝐶bioavailable,𝑖 [kgbioavailable/m3
compartment] is the 

incremental change of bioavailable free ion metal concentration in the 𝑖th terrestrial compartment, 𝜃𝑖 

[m3
compartment, water/m3

compartment] is the volumetric water content of the 𝑖th terrestrial compartment that 
is assumed to be 𝜃soil,agri = 0.2 m3/m3 for continental agricultural and natural soil, and 𝜌𝑖 

[kgcompartment/m3
compartment] is the bulk density of the 𝑖th terrestrial compartment that is assumed to be 

𝜌soil = 1500 kg/m3 for continental agricultural and natural soil. Reactive metal thereby refers to metal 
in the solid phase that equilibrates with the solution phase within a few days, i.e. metal which is 
accessible for leaching or uptake by biota. Bioavailable metal refers to metal in the liquid phase that is 
present in directly bioavailable, toxic metal forms (Owsianiak et al. 2015). 
 

Ecotoxicity effect factor: The ecotoxicity effect factor, 𝐸𝐹e [PAF × mexposed medium
3 /kgbioavailable], 

relates the potential of a chemical to cause toxic effects to an exposed ecosystem expressed as 
potentially affected fraction of species in the exposed ecosystem (including continental freshwater and 
marine water, continental agricultural and natural soil) integrated over the compartment (e.g. 
freshwater) or exposure medium (e.g. soil pore water) volume to the chemical mass in the 
environmental compartment surrounding the exposed ecosystem. The ecosystem dose-response 
slope factor is calculated as (Henderson et al. 2011): 
 

𝐸𝐹e =
𝛼

𝐻𝐶50e
×
𝑆𝑅continent

𝑆𝑅global
                         Eq. 10.17 

 
where 𝛼 [PAF] is the response level, i.e. the potentially affected fraction of species, corresponding to 
considered toxic effects that is set to 𝛼 = 0.5 PAF, which means that 50% of the exposed ecosystem 
species have a chance of toxic effects from being exposed to a chemical quantity equal to 𝐻𝐶50e, 
𝐻𝐶50e [kgin compartment/m3

compartment] is the chronic hazardous concentration for 50% of the species 
included in the species sensitivity distribution (Henderson et al. 2011, Golsteijn et al. 2014) that 
expresses the ecotoxic potency of a chemical (Rosenbaum et al. 2008), and where 𝑆𝑅continent and 
𝑆𝑅global [species count/m3] is the relative species richness per unit area at the continental and global 

scale, respectively (Chaudhary et al. 2015, Verones et al. 2015). For freshwater ecotoxicity information 
on freshwater fish and for marine ecotoxicity information on lobsters, Chondrichtyes, Actinopoetygii 
and sea cucumbers has been used as based on data from IUCN (www.iucnredlist.org). For terrestrial 
ecotoxicity, vascular plants have been used as proxy (Kier et al. 2009). Species were counted per region 
ans then allocated to the respective USEtox regions. For marine ecotoxicity, USEtox regions bordering 
on the respective large marine ecosystems were used for allocating marine impacts to terrestrial 
regions, assuming that emissions take place on land. 𝐻𝐶50e is calculated as the geometric mean of 
the effective environmental concentration potentially leading to chronic (lethal) effects in 50% of all 
individuals of a single species, 𝐿(𝐸)𝐶50𝑠

e [kgin compartment/m3
compartment], with preference given to chronic 

test values: 
 

log𝐻𝐶50e =
1

𝑛𝑠
× ∑ log𝐿(𝐸)𝐶50𝑠

e
𝑠                         Eq. 10.18 

 
where 𝑛𝑠 is the number of species for which toxicity tests have been performed for a given chemical 
(Golsteijn et al. 2013). If chronic test data are not available, an acute-to-chronic ratio of 𝐴𝐶𝑅 = 0.5 is 
applied by default to relate chronic 𝐻𝐶50e to acute 𝐻𝐶50acute

e  via 𝐻𝐶50e = 𝐻𝐶50acute
e × 𝐴𝐶𝑅 based 

on an analysis by Payet (2004). Different 𝐴𝐶𝑅 are used for metals based on Dong et al. (2014). Due to 
inconclusive evidence regarding the sensitivity of ecosystems in different environmental 
compartments (Hutchinson et al. 1998, Wheeler et al. 2002), ecotoxicity effect data are for organic 
chemicals by default set equal for freshwater, marine water, and terrestrial ecosystems. For metals, 
ecotoxicity effect data are kept separate based on work by Dong et al. (2014) and Dong et al. (2016). 
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More specifically, freshwater species data are used for freshwater ecosystem effects, marine species 
data are used in preference for marine ecosystem effects and if not available, freshwater species are 
are used as proxy. Freshwater species data are furthermore used for terrestrial soil ecosystem effects 
and are recalculated to be based on free ion metal concentration. 
 
Ecosystem damage factor: The ecosystem damage factor, 𝐷𝐹e [PDF/PAF], relates the potentially 
disappeared fraction of species to the potentially affected fraction of species and is assumed to be for 
all considered environmental compartments 𝐷𝐹e = 2 PDF/PAF based on the rationale that it has been 
shown that chronic effects (on freshwater ecosystems) can be predicted with PAF based on acute 
𝐿(𝐸)𝐶50𝑠

e data (Posthuma & de Zwart 2006). 
 

10.3. Uncertainties 
Specific uncertainties in calculating human and/or ecotoxicity characterization factors include: 
a) Current biotransfer models for meat and milk used in the impact pathway for human toxicity as 

these are very uncertain and provide unreliable results for highly hydrophobic chemicals 
(Rosenbaum et al. 2009), 

b) Metals, for which relatively high characterization factors are obtained due to long residence times 
in the marine water compartments (Dong et al. 2016), 

c) The assumption of homogeneously mixed compartment boxes for agricultural soil and for natural 
soil, while soils are complex media consisting of several multi-layered sub-compartments with 
distinct fate properties (Dubus et al. 2003), 

d) Steady-state as assumed temporal condition (as compared to quasi-dynamic calculations up to 100 
years for higher level of robustness factors), since for specific substance classes and exposure 
pathways, dynamics over time are driving substance distribution in the environment and 
subsequent exposure (Stroebe et al. 2004, Fantke et al. 2013), 

e) A single compartment plant uptake module for the pathway associated with continuous 
environmental emissions, which might over- or underestimate the fate of substances in the 
agricultural crop-environment system with respect to crop residues (Fantke et al. 2012), 

f) Assuming equal severity between human effects (within cancer and within non-cancer effects) as 
there might be significant differences when combining dose-response slope and severity of 
disability (Vos et al. 2012) and particularly high uncertainty for non-cancer effects (Huijbregts et al. 
2005), 

g) The extrapolation of species and compartments for ecosystem fate and toxicity effect factors as 
differences between exposed species (composition) and environmental compartments 
(characteristics) might be relevant for ecotoxicological effect assessments of both organic 
chemicals (Hutchinson et al. 1998, Wheeler et al. 2002) and metals (Wheeler et al. 2002, Owsianiak 
et al. 2014, Dong et al. 2016), 

h) The extrapolation from acute ecotoxicity data to predict chronic effects as differences in species-
specific and cross-species effect endpoints might be relevant for ecotoxicological effect assessment 
(Posthuma & de Zwart 2006), 

i) Accessibility was not considered for all metals, resulting in overestimation of related terrestrial soil 
ecotoxicity characterization factors, and bioavailability was not considered for all relevant metals, 
resulting in either over or underestimation of terrestrial soil ecotoxicity characterization factors. 

 

10.4. Value choices 
Subjective value choices with respect to the level of robustness in the impact pathway are expressed 
as high level of robustness and low level of robustness as detailed in the following. To maintain 
consistency with other impact categories, a time horizon of 100 years is set for the high level of 
robustness scenarios. CF calculations for the 100 years time horizon are based on dynamically solving 
the mass balance equation underlying the fate factor. This computation is referred to as “quasi-
dynamic”, where all model parameters except the chemical masses in the environmental 
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compartments are assumed to remain constant over time. More information on the quasi-dynamic 
computation can be found in Brandes et al. (1996). 
 
CFs with high level of robustness are available including factors for freshwater ecosystem toxicity effect 
factors based on data for ≥3 different species from ≥3 different trophic levels, and for human toxicity 
effect factors based on chronic and sub-chronic effect data for cancer effects. Other chemicals and 
fate, exposure and effect factors, however, only come with a lower level of robustness. In these cases, 
CFs are available with higher uncertainty including CFs based on human exposure route-to-route 
extrapolation, for ecotoxicity effect factors based on data for metals without available speciation 
calculations, marine and terrestrial soil ecotoxicity factors whenever based on freshwater species, for 
fate and exposure factors for amphoteric substances, and for effect factors based on sub-acute effect 
data. 
 
Not all substances with a carcinogenic ED50 are necessarily known carcinogenics to humans. The 
International Agency for Research on Cancer (IARC), part of the World Health Organization (WHO), 
evaluated the carcinogenic risk of over 1,000 substances (mixtures) to humans by assigning a 
carcinogenicity class to each substance (IARC 2019). The classes reflect the strength of the evidence 
for carcinogenicity derived from studies in humans and in experimental animals and from other 
relevant data. This information can be readily used to define two scenarios. The certain impacts 
scenario only includes the substances with strong evidence of carcinogenicity (IARC-category 1, 2A and 
2B). The all impacts scenario includes all substances for which ED50 information is available (IARC-
category 1, 2A, 2B, 3 or no classification). 
 

10.5. Characterization factors 
Out of 3104 substances included in the characterization model, human toxicity CFs are available for 18 
metal ions and 1255 organic substances (931 with non-zero CFs and with 324 CFs that equal zero based 
on being netatively tested for carcinogenicity effects), and ecotoxicity CFs for freshwater, marine water 
and terrestrial soil ecotoxicity are available for 27 metal ions and 2499 organic substances. Toxicity CFs 
for human health are shown in Figure 10.5, and ecotoxicity CFs for ecosystem quality are shown in 
Figure 10.6. 
 



 

130 
 

 
Figure 10.5: Characterization factors for human health impacts caused by emissions of toxic chemicals into the 
environment, expressed in disability-adjusted life years (DALY) per kg emitted. 
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Figure 10.6: Characterization factors for freshwater, marine water and terrestrial (soil) ecosystem quality impacts caused 
by emissions of toxic chemicals into the environment, expressed as potentially disappeared fraction (PDF) of species 
integrated over exposed volume and time per kg emitted. 
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11.1.  Areas of protection and environmental mechanisms covered 

The method is based on the UNEP-SETAC guideline on global land use impact assessment on 
biodiversity in LCA (Koellner et al. 2013a) concerning the area of protection of ecosystem quality. The 
approach proposed by Chaudhary et al. 2015 using countryside species-area relationship (SAR) is used 
for calculating ecoregion specific marginal and average characterization factors (CFs) for biodiversity 
loss for both land occupation and transformation.  
 
Description of impact pathway  

Land use is a main driver of global biodiversity loss (MAS 2005). Within a product’s life cycle, the land 
use impacts can represent a significant portion of their total environmental burden, e.g. for forestry 
and agriculture based products. Two types of land use interventions are usually considered in life cycle 
inventories and impact assessments; land transformation (also called land use change) and land 
occupation (Milà i Canals 2007). During transformation, the land is modified to make it suitable for an 
intended use, such as deforesting to make space for agriculture. During land occupation, land is used 
in the intended productive way (e.g. agriculture) and the land cannot develop towards a “natural 
reference state” (i.e. the regrowth of forest is avoided). The land use impacts result from both land 
transformation (because the ecosystems characteristics are changed) and land occupation (because 
ecosystem quality is kept at a different level than its natural state). As biodiversity shows a strong 
spatial heterogeneity and responds differently to land transformation and occupation in different parts 
of the world,  a regionalized assessment is required (Koellner et al., 2013a). 
 
Modeling the ecosystem quality damage due to land use impact on biodiversity is done in four steps 
(see Figure 11.1). In the first step relative changes in species richness is calculated by comparing the 
local species richness of different land use types with the (semi-)natural regional reference situation 
(de Baan 2013b, Koellner 2013a). A global literature review was carried out to select studies that report 
such comparisons. Data from existing databases such as GLOBIO (Alkamade et al. 2010), or the Swiss 
biodiversity monitoring (BDM 2004) were also imported. Differences across land use types, 
biogeographic regions (i.e. biomes) and species groups were statistically analyzed. Based on these 
data, damage scores (so called local characterization factors) for six land use types and five taxa in 
different biomes were calculated.  
 
In the second step, above local CFs are fed into the ‘Countryside species area relationship model’ to 
calculate species extinctions due to land use. The model predicts the absolute loss of species for each 
of the five taxa and provides the regional characterization factors (CFs) in the unit ‘regional species 
lost per unit of land occupied or transformed’ in 804 terrestrial ecoregions.  
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However, the CFs calculated using SAR treat all species equally, whether the species present in an 
ecoregion are critically threatened or widely distributed. In the third step, these CFs are weighted with 
vulnerability scores (Verones et al. 2013) of each species present in a particular region to derive 
weighted CFs in the unit ‘global species eq. lost per unit of land occupied or transformed’ in 804 
terrestrial ecoregions. The CFs calculated in step-2 using SAR and without vulnerability scores are 
referred to as unweighted CFs.  
 
Finally, in step-4, the modelled species lost for each taxon are aggregated using Eq. 1.3 (chapter 1), to 
derive the ecosystem quality loss in the final endpoint unit- global fraction of potentially disappeared 
species (PDF). The impact pathway is described in figure 11.1 and equations 11.1 – 11.12. The detailed 
methodology is explained in Chaudhary et al. 2015. 
 
 
 
 
 
 
 
 
 

 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 11.1: Cause-effect chain for ecosystem quality impacts caused by land use and the modeled impact pathway 
(following ILCD). Land transformation and land occupation causes physical changes to flora and fauna locally, which leads 
to an altered species composition and species richness on the occupied land itself. If too much suitable habitat is lost, this 
leads to species extinction on regional or global scales, which in turn negatively affects ecosystem quality. The unit of 
corresponding biodiversity damage at each step is also shown. PDF is potentially disappeared fraction. 
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Description of all related impact categories 

This impact pathway addresses biodiversity loss and, thus, changes in ecosystem quality.  
 
Methodological choice 

Two different sets of CFs are available: (1) marginal CFs, which are typically used in LCA to address 
impacts of additional land use and (2) average CFs, which are used to assess total impacts of land use 
within a region. 
In ecological and conservation studies, the use of models describing species-area relationships (SARs) 
is common to predict biodiversity impacts resulting from habitat loss in terrestrial systems (Brook et al 
2003). The classic SAR model (Arrhenius 1921) is the most commonly used model and defines species 
richness as a power function, S = cAz, where A is the area, S is the number of species, and c and z are 
parameters depending on the taxonomic group, region under study, sampling scale and regime 
(Rosenzweig 1995). This approach of assessing extinction risk is based on the assumption of a binary 
landscape of either habitat (such as an old-growth forest) or non-habitat (e.g., farmland). In other 
words, it assumes that the human-dominated areas, such as agriculture and forestry, are totally hostile 
to biodiversity (Pereira et al. 2012). Therefore, the model has been criticized for overestimation of 
extinction risk (He & Hubbel 2011). There is a growing recognition that that the human-modified 
habitats also play an important role in the conservation of biodiversity (Karp et al. 2012). It has been 
recognized that while some species are highly sensitive to habitat loss and only occur in native habitats, 
many other species show partial or total tolerance to human-modified habitats, and still other species 
even benefit from the conditions found in human-modified habitats (Barlow et al. 2007; Proenca et al. 
2010). 
 
Alternative models that account for habitat heterogeneity have been proposed to assess patterns of 
species richness in multi-habitat landscapes. The matrix SAR model is one such example where the 
matrix effects (i.e., the habitat provided by human-modified land) are incorporated into the SAR by 
calibrating the z value of the power model accounting for taxon-specific sensitivity to each land use 
type within a heterogeneous landscape (Koh and Gouzoul 2010). However, the matrix SAR model 
predicts that no species will survive if all natural habitat within a region disappears. It predicts very 
high rates of extinction as the natural undisturbed area within a region tends towards zero. This model 
outcome is unrealistic for some species which survive in human-modified habitat as well (de Baan 
2013b). The countryside SAR model has been proposed as an alternative to matrix SAR, recognizing the 
fact that species adapted to human-modified habitats also survive in the absence of natural habitat 
(Pereira & Daily 2006). Here, we use the countryside SAR because it is known to outperform both the 
matrix-calibrated SAR and classic SAR models as shown by Pereira et al. 2014 for projecting tropical 
bird extinctions. 
 
We first calculate regional CFs using the countryside SAR for five taxa (mammals, birds, reptiles, 
amphibians, and vascular plants) and six land use types (annual crops, permanent crops, pastures, 
urban, extensive forestry and intensive forestry). Definitions of each of the land use types are taken 
from Koellner et al. 2013b. The CFs weighted with vulnerability scores of taxa are then calculated. 
Ecoregions are used as spatial units because their boundaries approximate the original extent of 
natural ecosystems before major land use changes and distinct communities of species are known to 
exist within a given ecoregion (Olson et al 2001).  
 
Spatial detail 

The method was applied to 804 ecoregions with varying sizes, resulting in a global coverage. A global 
average is not considered meaningful but provided for background processes. Country and continental 
averages are provided based on the share of ecoregions within them. 
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11.2. Calculation of the characterization factors at endpoint level 
 
Unweighted characterization factors using countryside SAR 
The countryside species-area relationship (SAR) model predicts the number of species 𝑆𝑛𝑒𝑤  in the 
remaining habitat area Anew as a function of the number of species 𝑆𝑜𝑟𝑔  occurring in the original 

habitat area 𝐴𝑜𝑟𝑔 as presented in equation 11.1 (Pereira et al. 2014; Chaudhary et al. 2015; Chaudhary 

et al. 2016a). The species are classified into species groups sharing similar habitat affinities (ℎ𝑖) for 
different habitats in the landscape, given by equation 11.2. 

𝑆𝑛𝑒𝑤
𝑆𝑜𝑟𝑔

= (
𝐴𝑛𝑒𝑤 + ∑ ℎ𝑖𝐴𝑖

𝑛
𝑖=1 

𝐴𝑜𝑟𝑔
)

𝑧

 

                Equation 11.1 

ℎ𝑖 = (1 − 𝐶𝐹𝑙𝑜𝑐,𝑖)
1
𝑧⁄  

Equation11.2 
 
Habitat affinities (ℎ𝑖) are a function of 𝐶𝐹𝑙𝑜𝑐,𝑖 (local land occupation characterization factor) which is 
the relative decrease in species richness (S) between a land use type i and the regional reference 
habitat (de Baan et al. 2013a). 𝐶𝐹𝑙𝑜𝑐,𝑖  were available on the resolution of biomes. 
 
The species lost 𝑆𝑙𝑜𝑠𝑡,𝑗,𝑔 per taxonomic group t due to cumulative land use in an ecoregion j is thus 

given for countryside SAR (equation 11.3) by equation 11.3 (Chaudhary et al.2015): 
 

𝑆𝑙𝑜𝑠𝑡,𝑗,𝑡
𝑐𝑜𝑢𝑛𝑡𝑟𝑦𝑠𝑖𝑑𝑒

= 𝑆𝑜𝑟𝑔,𝑡,𝑗 − 𝑆𝑛𝑒𝑤,𝑡,𝑗 = 𝑆𝑜𝑟𝑔,𝑡,𝑗 − 𝑆𝑜𝑟𝑔,𝑡,𝑗 ∗ (
𝐴𝑛𝑒𝑤,𝑗 + ∑ ℎ𝑡,𝑖,𝑗 ∙ 𝐴𝑖,𝑗

𝑛
𝑖=1 

𝐴𝑜𝑟𝑔,𝑗
)

𝑧𝑗

 

                Equation 11.3 
Equation (11.3) calculates the total number of species lost after conversion of the natural habitat to 
the current land use mix (average assessment). This average assessment refers to past conversion of 
land and not to future conversions, which would be possible as well using the same equations, if the 
land use of a future point in time is known. In the marginal assessment, the impact caused by one 
additional m2 of land converted from the current land use mix for the production of a product is 
calculated. The marginal damage function for the SAR model is given by equation (11.4) as the first 
derivative of its average damage function by the area lost (de Baan et al. 2013(b)). 
 

𝑑𝑆𝑙𝑜𝑠𝑡,𝑡,𝑗

𝑑𝐴𝑙𝑜𝑠𝑡,𝑡,𝑗
= 𝑧𝑗 ∗

𝑆𝑜𝑟𝑔,𝑡,𝑗

𝐴𝑜𝑟𝑔,𝑗
∗ (
𝐴𝑛𝑒𝑤,𝑗 + ∑ ℎ𝑡,𝑖,𝑗 ∙ 𝐴𝑖,𝑗

𝑛
𝑖=1 

𝐴𝑜𝑟𝑔,𝑗
)

𝑧𝑗−1

 

                Equation 11.4 

 
This regional damage is then allocated to the different land use types i in the ecoregion j according to 
their relative frequency 𝑝𝑖,𝑗 and the local characterization factor 𝐶𝐹𝑙𝑜𝑐,𝑡,𝑖,𝑗. The allocation factor 𝑎𝑖,𝑗 

for each land use type i and ecoregion j is given by equation (11.5) (de Baan et al. 2013a): 
 

𝑎𝑖,𝑗 = 
(1 − ℎ𝑡,𝑖,𝑗) ∗ 𝐴𝑖,𝑗

∑ ((1 − ℎ𝑡,𝑖,𝑗) ∗ 𝐴𝑖,𝑗)
𝑛
𝑖=1

 

                 Equation 11.5 

 
Regional characterization factors for occupation of each land use type for the average assessment are 
calculated by multiplying the species lost per region j with the corresponding allocation factor 𝑎𝑖,𝑗  and 

dividing this by the area occupied by the land use type, 𝐴𝑖,𝑗 (equation 11.6) (de Baan et al. 2013(b)). 

The unit of the CF is Regional species lost/m2. 
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𝐶𝐹𝑎𝑣𝑔,𝑜𝑐𝑐,𝑡,𝑖,𝑗 = 
∆𝑆𝑙𝑜𝑠𝑡,𝑡,𝑗 ∗ 𝑎𝑖,𝑗

𝐴𝑖,𝑗
 

                   Equation 11.6 
                  

The regional occupation CFs for marginal assessment are calculated using equation 11.7 as a marginal 
loss of species due to a marginal increase in human used area ∆𝐴𝑙𝑜𝑠𝑡,𝑡,𝑗 = 1 𝑚

2(de Baan et al. 2013(b)). 

𝐶𝐹𝑚𝑎𝑟𝑔,𝑜𝑐𝑐,𝑡,𝑖,𝑗 = 
𝑎𝑖,𝑗 ∗ ∆𝑆𝑙𝑜𝑠𝑡,𝑡,𝑗

𝑝𝑖,𝑗 ∗ ∆𝐴𝑙𝑜𝑠𝑡,𝑡,𝑗
  

                 Equation 11.7 

 
For land transformation the regional characterization factors are calculated as a multiplication of 
𝐶𝐹𝑟𝑒𝑔,𝑜𝑐𝑐,𝑡,𝑖,𝑗 with half the regeneration time (Koellner et al. 2013a, de Baan 2013a), as shown in 

equation 11.8. The unit is Regional species lost*years/m2. 
 

𝐶𝐹𝑡𝑟𝑎𝑛𝑠,𝑡,𝑖,𝑗 = 0.5 ∗ 𝐶𝐹𝑜𝑐𝑐,𝑡,𝑖,𝑗 ∗ 𝑡𝑟𝑒𝑔,𝑡,𝑖,𝑗 
                Equation 11.8 

 
To calculate impacts, the 𝐶𝐹𝑟𝑒𝑔 ,𝑜𝑐𝑐 is multiplied by the inventory flow of occupation, that is, the land 

requirements of a product given in m2·years. The 𝐶𝐹𝑟𝑒𝑔,𝑡𝑟𝑎𝑛𝑠 is multiplied by the inventory flow of 

transformation, that is, the amount of land use change per product in m2. The two impacts can be 
summed up into the total regional biodiversity depletion potential (de Baan et al. 2013a) for each 
taxonomic group g expressed in the unit Regional species lost*years.  
 
Vulnerability Scores 
The vulnerability of the taxonomic groups was quantified with a vulnerability score (VS) as an indicator 
for global extinction risk (Chaudhary et al. 2015). The VS is a function of the geographic range (GR) of 
each species and a threat level (TL). The latter indicates the degree of threats the species is already 
facing, while the former acts as a proxy for potential susceptibility to new anthropogenic threats. This 
means that small-ranged and endemic species are considered intrinsically rare. 
 
For each animal species the TL was obtained by linearly rescaling the categories defined by the IUCN 
Red List of threatened species. It varies from 0.2 to 1 (0.2-least concern, 0.4-near threatened, 0.6-
vulnerable, 0-8-endangered, 1- critically endangered). The GR (in km2) of each species was obtained 
from maps provided by IUCN and Birdlife international.  
 
From GR and TL, the VS were calculated as global maps for each species k in taxon t, and each pixel p 
(0.05° × 0.05°) as the area of the respective pixel (𝑅𝐴𝑘,𝑝) where species k occurs divided by the total 

GR of the species (the sum of 𝑅𝐴𝑘,𝑝) and multiplied with 𝑇𝐿𝑘.   

 
The total 𝑉𝑆𝑡,𝑝 of each animal taxon t in a pixel p is obtained by summing values for all species k of that 

taxon which occur in pixel p and dividing by the number of species of the taxon present in pixel p (𝑛𝑡,𝑝, 

eq. 11.9). The numerator of the equation 11.9 without the threat level has also been referred to as 
“endemic richness” (see Kier & Barthlott 2001 and Kier et al. 2009) or “global biodiversity fraction” 
(Waldron et al. 2013).  
 

𝑉𝑆𝑡,𝑝 = 

∑
𝑇𝐿𝑘 ∙ 𝑅𝐴𝑘,𝑝
∑ 𝑅𝐴𝑘,𝑝
𝑟
𝑝=1

𝑚
𝑘=1

𝑛𝑡,𝑝
 

                 Equation 11.9                               
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Using ArcGIS 10.2 (ESRI 2013), the individual 𝑉𝑆𝑡,𝑝 for all the pixels that occur in an ecoregion j are 

used to calculate the 𝑉𝑆𝑡,𝑗 for that ecoregion for each taxon t (eq. 11.10). 𝑛𝑡,𝑗 in the equation 11.10 is 

actually the original species richness (𝑆𝑜𝑟𝑔,𝑡,𝑗) from equation 11.3. 

 

𝑉𝑆𝑡,𝑗 = 
∑ (𝑉𝑆𝑡,𝑝 ∙ 𝑛𝑡,𝑝)
𝑛
𝑝=1

𝑛𝑡,𝑗
 

              Equation 11.10 

 
Vulnerability Scores for plants 
Vulnerability score for plants are calculated using the approach by Verones et al. 2015 (in preparation). 
They used global maps of vascular plant species richness (VPSR; Kreft et al.2007) and species range 
equivalents (endemic richness, EVPSRbioregion from Kier et al. 2009) per 10,000 km² for 90 biogeographic 
regions. The vascular plant species richness for each biogeographic region (VPSRbioregion) was first 
calculated. The VS was then calculated from Equation 11.11. 
 

𝑉𝑆𝑝𝑙𝑎𝑛𝑡𝑠,𝑏𝑖𝑜𝑟𝑒𝑔𝑖𝑜𝑛 = 
𝐸𝑉𝑃𝑆𝑅𝑏𝑖𝑜𝑟𝑒𝑔𝑖𝑜𝑛

𝑉𝑃𝑆𝑅𝑏𝑖𝑜𝑟𝑒𝑔𝑖𝑜𝑛
 

              Equation 11.11 

 
𝑉𝑆𝑝𝑙𝑎𝑛𝑡𝑠 is then implemented to the VPSR map on 30 arc minutes resolution. The fraction in equation 

11.11 approximates the expression for calculating VS for animal taxa in equation 11.9 by implicitly 
assuming that the threat level for all plants is equal to 1. Finally the vulnerability score of plants per 
ecoregion are calculated in the same way as for animal taxa (eq. 11.10), i.e. the ratio of threatened 
endemic richness to species richness. 
 
VS-weighted Characterization Factors 
The unweighted CFs calculated using SARs (equations 11.6, 11.7 and 11.8) for each taxon t per 
ecoregion j and land use type i are multiplied by VS of that taxa in that ecoregion (eq. 11.10) to obtain 
weighted-CFs (equation 11.12) for both land occupation and transformation. 
  

𝐶𝐹𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑,𝑡,𝑖,𝑗 = 𝐶𝐹𝑢𝑛𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑,𝑡,𝑖,𝑗 ∙ 𝑉𝑆𝑡,𝑗  
              Equation 11.12 

 
Using the terminology of Kier et al. 2009, the weighted CFs thus gives an estimate of global threatened 
endemic richness (of taxa t) lost per unit of land use. In Waldron et al. 2013 words, it will be global 
threatened biodiversity fraction lost per unit of land use for the individual taxa t. We denote the units 
of weighted CFs as – Global species eq. lost/m2 (for land occupation) and Global species eq. 
lost*years/m2 (for land transformation). 
 
Damage to the area of protection ecosystem quality 
The damage to ecosystem quality due to a land use type i in ecoregion j is calculated using equations 
11.13 -11.15. The weighted CFs from equation 11.12 for each animal taxa t and plants are multiplied 
by factors 𝑊𝑡 and 𝑊𝑝𝑙𝑎𝑛𝑡𝑠 respectively. Global potentially disappeared fraction (𝑃𝐷𝐹𝑔𝑙𝑜𝑏𝑎𝑙) is then 

obtained by giving equal weighting to plants and animal taxa (see  Chapter 1).  

𝑊𝑡 = 
1

𝑁 ∙ (𝑆
𝑡,𝑤𝑜𝑟𝑙𝑑

× 𝑉𝑆𝑡,𝑤𝑜𝑟𝑙𝑑)
 

              Equation 11.13 

𝑊𝑝𝑙𝑎𝑛𝑡𝑠 = 
1

(𝑆
𝑡,𝑝𝑙𝑎𝑛𝑡𝑠,𝑤𝑜𝑟𝑙𝑑

× 𝑉𝑆𝑝𝑙𝑎𝑛𝑡𝑠,𝑤𝑜𝑟𝑙𝑑)
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              Equation 11.14 

𝐶𝐹𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑,𝑎𝑔𝑔𝑟𝑒𝑔𝑎𝑡𝑒𝑑,𝑖,𝑗 = 0.5 ∙ (∑𝐶𝐹𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑,𝑡,𝑖,𝑗 ∙

4

𝑡=1

𝑊𝑡) +  0.5 ∙ (𝐶𝐹𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑,𝑝𝑙𝑎𝑛𝑡𝑠,𝑖,𝑗 ∙ 𝑊𝑝𝑙𝑎𝑛𝑡𝑠) 

              Equation 11.15 

Here N = 4 is no. of animal taxa and 𝑆𝑡,𝑤𝑜𝑟𝑙𝑑 is the total global species richness of taxa t and is equal to 

5,490 for mammals, 10,104 for birds, 9,084 for reptiles, 6,433 for amphibians and 321,212 for plants 
(WWF Wildfinder 2006). 

𝑉𝑆𝑡,𝑤𝑜𝑟𝑙𝑑 is the world average vulnerability score for taxa t calculated from species richness 

(𝑆𝑜𝑟𝑔,𝑡,𝑗) and vulnerability scores of taxa t per ecoregion j (𝑉𝑆𝑡,𝑗) and divided by their global species 

richness 𝑆𝑡,𝑤𝑜𝑟𝑙𝑑 (see Chaudhary et al. 2015 – equation S7 of supporting information-1 for more details 

on calculating taxa-aggregated CFs along with 𝑉𝑆𝑡,𝑤𝑜𝑟𝑙𝑑). 

𝑉𝑆𝑡,𝑤𝑜𝑟𝑙𝑑 = 
∑ 𝑉𝑆𝑡,𝑗 × 𝑆𝑜𝑟𝑔,𝑡,𝑗
804
𝑗=1

𝑆𝑡,𝑤𝑜𝑟𝑙𝑑
 

              Equation 11.16 
𝑉𝑆𝑡,𝑤𝑜𝑟𝑙𝑑 is equal to 0.44 for mammals, 0.29 for birds, 0.59 for amphibians, 0.46 for reptiles and 

𝑉𝑆𝑝𝑙𝑎𝑛𝑡𝑠,𝑤𝑜𝑟𝑙𝑑 is equal to 1.0. We denote the unit of these taxa-aggregated CFs as global PDF/m2 for 

occupation impacts and global PDF*years/m2 for transformation impacts. 
 
World-average CFs 
In many LCA studies, the geographic location of land use for background processes is unknown. For 
these cases, world average CFs per land use type i and taxa t are obtained by weighting the CF of each 
ecoregion by their global area share (Equation 11.17). Also the CFs for some land use types could not 
be calculated (denoted by NaN in the excel file) because that land use type didn’t exist in the ecoregion. 
For such cases, the world average CF could be applied (in the maps offered on the Webpage this was 
not done). 
 

𝐶𝐹 𝑖,𝑡,𝑔𝑙𝑜𝑏𝑎𝑙𝑎𝑣𝑔 = ∑𝐶𝐹𝑖,𝑡,𝑗 ∙
𝐴𝑗

𝐴𝑔𝑙𝑜𝑏𝑎𝑙

804

𝑗=1

 

              Equation 11.17 

 
Input Data for Model Parameters  
The estimates of model parameters were derived from published empirical data and existing 
databases. For local characterization factors (𝐶𝐹𝑙𝑜𝑐,𝑔,𝑖,𝑗), data from global reviews conducted by de 

Baan et al. 2013b (for all land use types), Elshout et al. 2014 (for agriculture land) and Aronson et al. 
2014 (for urban areas) was imported. For z-values (𝑧𝑗), estimates of Drakare et al. 2006 were used by 

differentiating between forest, non-forest and island ecoregions. Original species richness (𝑆𝑜𝑟𝑔,𝑔,𝑗) 

per ecoregion for all taxa were obtained from Olson et al. 2001, Kier et al. 2005 and WWF wildfinder 
database. Original natural habitat area (𝐴𝑜𝑟𝑔,𝑗), remaining natural habitat area (𝐴𝑛𝑒𝑤,𝑗), and area per 

land use type for all 804 ecoregions (𝐴𝑖,𝑗), were derived from LADA and Anthrome maps (Ellis & 

Ramankutty 2010). Data for calculating vulnerability scores (𝑉𝑆𝑔,𝑝) was imported from IUCN and 

Birdlife international databases. Finally the regeneration times (𝑡𝑟𝑒𝑔,𝑔,𝑖,𝑗) calculated by Curran et al. 

2014 were used for the calculation of transformation CFs. All the above 8 model parameters were fed 
into the countryside SAR model to calculate the CFs using equations 11.1 to 11.12 (see Chaudhary et 
al. 2015 for details). 
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11.3. Uncertainties 
We propagated the parameter uncertainty into the characterization factors using Monte Carlo 
simulation (1,000 iterations). Triangular probability distribution was assumed for the model 
parameters - area estimates and z-values per ecoregion. The local CFs were assumed to have non-
parametric kernel density and the regeneration times were assumed to follow a lognormal distribution 
(see de Baan 2013a). Median values along with 95% confidence intervals were calculated for both 
weighted and unweighted characterization factors for each of the five taxa per land use type and 
ecoregion. Contribution to variance analysis was carried out to assess the influence of each of the 
model input parameter on the uncertainty of characterization factors results. 
 

11.4. Value choices  
Time horizon 
One value choice in the modelling of the land transformation impacts is the time horizon. As explained 
in the section 1.5 of framework chapter, the further away in time the impact is, the more uncertain its 
value is, (i.e. lower the level of robustness; see equation 1.4). Biodiversity recovery time (𝑡𝑟𝑒𝑔) in a 

region following the abandonment of human land use ranges from ~80 years to up to ~1200 years 
depending upon the ecosystem, taxa or the prior land use (Curran et al. 2014). We calculated two sets 
of transformation CFs. The user can choose between short-term “core” CFs (i.e. those calculated using 
the 100 year time horizon cut-off, equation 11.18) or CFs “after 100 years” (i.e. after 100 year time 
horizon). The “core” and “after 100y” CF add up to the total extended transformation CFs (calculated 
using total recovery times, equation 11.8).  

              

𝐶𝐹𝑡𝑟𝑎𝑛𝑠,𝑔,𝑖,𝑗 = {

 
            0.5 ∗ 𝐶𝐹𝑜𝑐𝑐,𝑔,𝑖,𝑗 ∗ 𝑡𝑟𝑒𝑔,𝑔,𝑖,𝑗                                              for 𝑡𝑟𝑒𝑔,𝑔,𝑖,𝑗 ≤ 100

100 ∗ 𝐶𝐹𝑜𝑐𝑐,𝑔,𝑖,𝑗 −  0.5 ∗ 100 ∗ (
100 ∗ 𝐶𝐹𝑜𝑐𝑐,𝑔,𝑖,𝑗

𝑡𝑟𝑒𝑔,𝑔,𝑖,𝑗
)             for 𝑡𝑟𝑒𝑔,𝑔,𝑖,𝑗 > 100

 

              Equation 11.18 
Level of robustness 
The modeling pathway for assessing land use impact on biodiversity relies on ecological models 
(species area relationship (SAR)) and global datasets and statistical analysis. Therefore, the level of 
robustness is high for the whole characterization model. As new datasets come along, the estimates 
of input model parameters can be improved, thereby reducing the uncertainty in the final 
characterization factors. Further, for the transformation CFs, we provide both the extended CFs and 
the core CFs (i.e. 𝑡𝑟𝑒𝑔 ≤ 100 𝑦𝑒𝑎𝑟𝑠). For occupation CFs the time horizon doesn't apply as the impact 

is typically occurring in less than 100 years. 
 

11.5. Results 
The unweighted and weighted characterization factors (CFs) for land occupation and transformation, 
calculated using both marginal and average approach are presented in Excel files for all 804 ecoregions 
and 245 countries. In general, the CFs calculated using marginal approach were higher than those with 
the average approach, but still within the same order of magnitude. Table 11.1 shows the world 
average CFs calculated using equation 11.17 and average approach.  
 
The CFs for different taxa for most ecoregions were within one order of magnitude across different 
land use types. The CFs for a particular land use type for a given ecoregion varied by approximately 2 
orders of magnitude across five taxa. However, for a given taxa and land use type, the occupation CFs 
varied by ~5 orders of magnitude across 804 ecoregions. This underscores the importance of 
regionalized impact assessment within LCA. 
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Table 11.1: World average endpoint CFs calculated using average approach for land occupation and transformation. 
Weighted CFs per ecoregion and taxa were first calculated using eq. 11.12. Aggregation across taxa was done using eq. 
11.15. CF referring to eq 11.15 are shown in italics. World average values per land use type were finally obtained using eq. 
11.17. Mean CFs along with 2.5 & 97.5 percentile values are shown. *  

 
Characterization Factors Annual 

crops 
Permanent 

crops 
Pasture Urban Extensive 

forestry 
Intensive 
forestry  

Mean 2.1*10-15   1.5*10-15  1.3*10-15  2.4*10-15  3.7*10-16  1.1*10-15  

Occupation 
(PDF/m2) 

2.5% 
 

-2.0*10-16   -6.9*10-16            -4.9*10-16     2.7*10-17  -6.3*10-16      -7.1*10-16       

 97.5% 4.7*10-15  4.9*10-15  4.2*10-15  4.9*10-15  2.8*10-15  4.1*10-15  

 
Mean 
 

1.5 *10-13  1.1*10-13  9.0*10-14  1.7*10-13  2.7*10-14  7.8*10-14  

Transformation Core 
(PDF*year /m2) 

2.5% 
 

-3.2*10-14   -8.9*10-14            -7.8*10-14     1.7*10-15   -8.9*10-14      -1.0*10-13      

 97.5% 3.6*10-13  3.6*10-13     3.2*10-13  3.7*10-13  2.1*10-13  3.1*10-13  

 Mean 
 

2.5 *10-13  1.8*10-13    1.5*10-13  2.9*10-13  4.2*10-14  1.1*10-13 

Transf. Extended 
(PDF*year /m2) 

2.5% 
 

-3.0*10-14     -8.8*10-14            -7.7*10-14     2.8*10-15  -8.9*10-14     -1.0*10-13      

 97.5% 6.6*10-13  6.7*10-13  5.9*10-13  6.8*10-13  3.9*10-13  5.5*10-13  

* The complete list of CFs per taxa, per ecoregion and uncertainty ranges are provided in Excel files. Global CFs calculated 

using the marginal approach and compatible CFs along with the transformation CFs with high level of robustness scenario 

are also provided in online Excel files.  

 
Two sets of CF were calculated: one average (retrospective) and one marginal set of CF. Both sets of 
CF did not differ much from each other. It would also be possible to calculate average CF comparing 
the current situation to a potential future situation of land use. However, to do so scenarios of future 
land conversion would need to be set up, which would be uncertain in itself. 
 
Further, owing to the lack of species richness and geographic range (GR) data in the IUCN database, 
characterization factors (CFs) for other species groups such as arthropods, fungi or bacteria could not 
be calculated. Once the above data gaps for these species groups are filled through research efforts, 
the calculated CFs can be calculated for them.  
 
The input data used to calculate species extinctions through SAR model come with uncertainties and 
limitations that should be considered when interpreting the results obtained after applying the CFs 
provided in this study. Although using the latest published data for input parameters, the calculated 
CFs still have considerable uncertainty and range from positive to negative (Table 11.1). Contribution 
to variance analysis showed that the model parameter local characterization factors (𝐶𝐹𝑙𝑜𝑐,𝑔,𝑖,𝑗) 

contributed the most to the variance of both occupation and transformation regional CFs (see 
Chaudhary et al. 2015 for details). The local CFs were only available at biome level and their values 
were assumed to be same for all ecoregions within a biome. More global biodiversity monitoring 
surveys or meta-analysis (e.g. Chaudhary et al. 2016b) comparing species richness in human-modified 
land with natural/undisturbed land are needed in future to reduce this uncertainty. 
 
Similarly, area parameters also contributed to uncertainty in final CFs. We could only calculate area 
share of six broad land use types per ecoregion. As more detailed global land use classification maps 
differentiating between management practices (e.g. organic vs. conventional agriculture, dense vs. 
vegetated urban etc.) come along, the accuracy of CFs can be improved. 
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Finally, other aspects of model uncertainty have been addressed in a previous publication such as the 
comparison between different SAR models, in particular the matrix and countryside SAR (Chaudhary 
et al. 2015). Alternative models could be included in the future, e.g. considering habitat suitability 
models (de Baan et al. 2015). However, for the latter, more data is needed before such an approach 
can be used on a worldwide scale and for taxa other than mammals. 
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12.1.  Water consumption impacts on human health  

12.1.1. Areas of protection and environmental mechanisms covered 

The impact assessment method for assessing water consumption concerning the area of protection of 
human health is described based on Pfister et al. (2009) for the impact pathway (marginal CF), Pfister 
and Hellweg (2011) for uncertainty assessment, and Pfister and Bayer (2013) for average CFs.  
 
Description of impact pathway  

Water for food is one of the main global issues and irrigation is a limiting factor in agricultural 
production. Food supply is a vital human need and insufficient nutrition accounts for ~3% of overall 
global health impacts (WHO 2014) and further contributes to impacts form other diseases. While many 
factors contribute to this issue, reduced water availability caused by water consumption leads to 
reduced availability for food production and consequent yield losses. The impact pathway for this issue 
is addressing lack of water for agricultural food production and consequent effects on human health 
caused by water consumption as described in figure 12.1 and equation 12.1. There are two main parts: 
(1) a fate factor for water consumption coupled with an exposure factor of for agricultural water 
consumption, which is summarized as water deprivation factor on watershed level (WDF 
[m3

deprived/m3
consumed]) and (2) the effect factor (EF [cases· yr/m3

deprived]), which relates 
malnutrition cases to a lack of water in agriculture. The fate and exposure is modeled by the water 
stress index (WSI), which indicates general water deprivation (affecting all users) and the share of 
water used in agriculture (WU%A) in order to account for the share that agriculture is affected by water 
deprivation, both ranging from zero to one.  
The effect model relates lack of water in food production to malnutrition cases using statistical data 
analysis and minimum water requirements for personal food provision (WRMN), resulting in a 
malnutrition potential caused by a lack of water for agriculture. The second part of the effect model 
accounts for the fact that reduced food production might be compensated by advanced means of 
technology to enhance food production (e.g. fertilization or irrigation with desalinated water) or 
imports from other regions. For this purpose the human development factor (HDF) ranging from zero 
to one, is derived based on the regression analysis of the human development index (HDI, a socio-
economic development indicator) of a region and related malnutrition occurrence.   
Finally, a damage factor (DFMN [DALY/(yr·case)]) is applied, which relates disability-adjusted life years 
lost (DALY) from malnutrition to cases of undernourished person.  
The counterintuitive fact that irrigated food production might lead to malnutrition due to a lack of 
water for other agricultural production is due to the fact that in LCA beneficial services of the system 
are covered in the functional unit (e.g. a kg of potato) and not discounted from the impact assessment. 
The overall effect of food production might therefore be beneficial for human health. However, 
whether the output is used for local food supply (directly avoiding the impact pathway), international 
food markets or biofuel production is part of the system definition and interpretation and therefore 
all potential impacts should be addressed by this impact pathway, even if water is consumed for crop 
production and not just for industrial or municipal purposes, especially when comparing two crops 
with different origins and life cycle water consumption.  
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Figure 12.1: Cause-effect chain for human health impacts caused by water consumption. The interim steps of the impact 
pathways are depicted and the factors leading to them are described in equation 12.1. 

 

 
     Equation 12.1 

where CFend,MN,i [DALY/m3
consumed] is the expected specific endpoint damage per unit of water consumed 

in watershed i (as specified in the LCI-phase) for malnutrition (MN).  
 
Description of all related impact categories 

This impact pathway only affects human health.  
 
Methodological choice 

Two different methods are available: (1) marginal CFs, which are typically used in LCA to address 
impacts of additional water consumption (marginal change in water consumption rate) and (2) average 
CFs, which are used to assess total impacts of water consumption within a region and to characterize 
the impact of an activity proportionally to the impact of total water consumption.  
 
Spatial detail 

The method was applied to >11'000 watersheds with varying sizes, resulting in a global coverage. 
Country-average CFs are available too. A global average is not considered meaningful but provided for 
background processes.  

 

12.1.2. Calculation of the characterization factors at endpoint level 

 Marginal effect 

 
The characterization factor is defined at the endpoint level in terms of DALY related to water 
consumption as described in figure 12.1 and equation 12.1. The specific factors are described below. 
 
The water stress index (WSI) is used to indicate the ratio of water consumed that deprives other users 
in the same watershed of water. Water stress is commonly defined by the ratio of total annual 
freshwater withdrawals to hydrological availability (WTA), with moderate and severe water stress 
occurring above a threshold of 20% and 40%, respectively (Vorosmarty et al. 2000, Alcamo et al. 2000). 
However, such stress values on global level are expert judgments and thresholds for severe water 
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stress might vary from 20% to 60% (Alcamo et al. 2000) if local conditions are accounted for. For this 
CF, the concept is extended to calculate a water stress index (WSI) for LCIA, ranging from zero to one. 
To calculate WSI, the WTA ratio of more than 10’000 individual watersheds described in WaterGAP2 

global model (Alcamo et al. 2003) was used. This data is based on annual averages, but both monthly 

and annual variability of precipitation may lead to changed water stress during specific periods.  

Especially insufficient water storage capacities or evaporation of   stored water may increase the stress. 

Such increased stress cannot be fully compensated by periods of low water stress (Alcamo et al. 2000). 

Therefore a variation factor (VF) is introduced to calculate a modified WTA (WTA*, equation 12.2, figure 

12.2), which differentiates watersheds with strongly regulated flows (SRF) from others, as defined by 

Nilsson et al. (2005). For SRF's, storage structures weaken the effect of variable precipitation 

significantly, but may cause increased evaporation and a reduced correction factor was applied 

(square-root of VF): 

 
= 



*  

 -

VF WTA for SRF
WTA

VF WTA for non SRF
 

Equation 12.2
 

 

 
Figure 12.2: WTA* calculated for each watershed in %. Adopted from Pfister et al. (2009). 

 

VF was derived from the standard deviation of the monthly precipitation time series of CRU TS2.0 

(Mitchell and Jones 2005). Since log-normal distribution was found to match better than normal 

distribution, VF was defined as the aggregated measure of dispersion of the multiplicative standard 

deviation of monthly (s*
month) and annual precipitation (s*

year), assuming a log-normal distribution and 

considering precipitation data from 1961-1990 (Mitchell and Jones 2005): 

+
=

2 2)ln( * ) ln( *yearmonths s
VF e  

Equation 12.3 

Variation factors for each grid cell i (VFi) are aggregated on a watershed-level (VFws, figure 12.3), 

weighted by the mean annual precipitation Pi [m] in grid cell i: 

=

= 
 1

1 n

WS i i

ii

VF VF P
P

  

Equation 12.4 
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Figure 12.3: VF calculated for each watershed based on data for each 0.5° grid cell. Adopted from Pfister et al. (2009). 

 

Water stress is an indicator for competition and therefore effects are not linear to WTA* as also 

indicated by the water stress definitions. The water stress index (WSI, figure 12.4) is therefore adjusted 

to a logistic function to achieve continuous values between 0.01 (marginal effect in all regions) and 1: 

( )− 
=

+ −
*6.4 1

0.01

1

1 1WTA
WSI

e
 

Equation 12.5
 

The curve is tuned to result a WSI of 0.5 for a WTA of 0.4, which is the threshold between moderate 

and severe water stress, when applying the median variation factor of all watersheds (VFmedian = 1.8, 

WTA* = 0.72). Accordingly, WTA of 0.2 and 0.6 result in WSI of 0.09 and 0.91, respectively (Figure 

12.5a). 
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Figure 12.4: Top: Water stress index (WSI) indicating water deprivation potential (adopted from Pfister et al. 2009). 
Bottom: Average WSI (WSIAVG, equation 12.8) 

 

 
 
Figure 12.5: Inputs to the impact pathway: a) relation between WSI and WTA* (blue line, logistic function), b) 

DALYmalnutrition,rate for each country (blue stars) and HDF modeled (red line, R2 = 0.71) based on HDI, c) DALYmalnutrition,rate for 

each country (blue stars) against corresponding MN% and linear regression (red line, R2 =0.26). Adopted from Pfister et al. 

(2009). 

 



 

152 
 

Agricultural water use share (WU%,A,i) is calculated for each watershed based on 0.5° grid-data 

(Vorosmarty et al. 2000) and aggregated without further changes (figure 12.6). It accounts for the fact 

that agricultural water users might only be affected by the share of agricultural water use. In general 

agriculture is the most important user except in urban areas. 

 

 
Figure 12.6: Agricultural water use (WU%,A) for each watershed (adopted from Pfister et al. 2009) 

The human development factor (HDFMN,i) relates the human development index (HDI) to malnutrition 

vulnerability. National HDIs are reported for all countries (UNDP 2008) and regional HDIs are applied 

for the large and spatially diverse emerging economies of India, Brazil, China, and Russia (see Pfister et 

al. 2009 for details). HDFMN is derived from a polynomial fit of DALY values for malnutrition per 100’000 

people in 2002 (WHO 2008) with corresponding HDI data (Figure 12.5b): 

 




= +  
 

2

1  0.30

2.03  -  4.09   2.04  0.30 0.88 

        0  0.88

MN

for HDI

HDF HDI HDI for HDI

for HDI

 

Equation 12.6 

 

Regions with HDI > 0.88 are considered to have no direct local human health impacts due to adaptation 

capacity. The regional HDI values are attributed to watershed level based on the area intersections for 

cross-regional watersheds. 
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Figure 12.7: HDFMN on watershed level (adopted from Pfister et al. 2009). 

Water requirements (WRMN) are used to relate cases of malnutrition to the lack of water for food 

production. WRMN is set equal to 1,350 m3/(yr·capita), which is the minimum direct human dietary 

requirement, including blue and green water (Falkenmark and Rockstrom 2004), accounting for food 

demand and water productivity of crops. This value matches modeled water resource thresholds for 

food security (Yang and Abbaspour 2003). While malnutrition already occurs before a person is 

completely deprived of food (e.g. at a lack of 20%), other compensation effects are assumed to happen 

(e.g. land use expansion, diet changes). The regression analysis of irrigation water consumption and 

malnutrition in water scarce developing countries on a global level by Pfister and Hellweg (2011) 

supported this value, resulting 0.0007 malnourished capita·yr per m3 of water consumption, which 

corresponds to a WRMN of ~1400 m3/(yr·capita). WRmalnutrition is a global factor and independent of 

location. 

 

The damage factor (DFMN) denotes the damage caused by malnutrition and is derived from linear 

regression of the malnutrition rate (MN%, Nilsson and Svedmark 2002) and DALYmalnutrition,rate on country 

level (WHO 2008, Figure 12.5c) resulting in a per-capita malnutrition damage factor of 1.84·10-2 

DALY/(yr·capita). 

DALY without age-weighting and discounting for malnutrition are 2.0 times the standard DALYs (3% 

discounting; age-weighting) originally used in Pfister et al. (2009), based on malnutrition DALY analysis 

from WHO reports (WHO 2008; WHO 2014) 

 Average effect 

 The characterization factor described above defines the marginal effect and is therefore a marginal 
CF. For the average CF (CFend,MN, AVG), the average water stress index (WSIAVG) is applied to quantify the 
average deprivation of other users. The other elements are already regional averages and do not have 
to be changed: 
 

 
Equation 12.7 
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           Equation 12.8 

 
 

12.1.3.  Value choices  

There are two sets of CFs available for (1) a marginal approach and (2) an average approach. However, 
within both sets there are no value choices. 
 
Time horizon 
The time horizon is infinite, assuming steady-state conditions. The effect of water consumption is 
described through competition for a renewable resource and therefore current stress levels are 
relevant. Monthly WSI assessment compatible to this approach have been recently published (Pfister 
and Bayer 2013) but the impact on human health through food production is based on annual water 
stress since food production is often based on different crops with different growth periods over 
several months and therefore a monthly assessment is difficult with currently existing data and is not 
considered to improve the results significantly. 
 
Level of robustness 
The model for human health impacts relies on global datasets and statistical analysis. There is no 
experimental data for this impact pathway and epidemiological data cannot definitely answer the 
cause-effect relation. Therefore the level of robustness is moderate for the whole characterization 
model and in comparison to other impact categories considered to have high level of robustness.  
Excluded, due to a low level of robustness, is the effect of decreased food production on international 
markets and consequent effects in other countries through increased prices in globalized markets, as 
described in Motoshita et al. (2010b). They assume that if a loss in food production is not leading to 
local malnutrition effects it will lead to additional food import or reduced food exports and therefore 
affect countries with lower purchase power and lead to consequent effects on malnutrition in these 
countries.  It might be included in future in the extended CF, once a full publication is available.  
The level of robustness for impacts on human health due to  a lack of water for domestic use (and 
consequent impacts on communicable diseases), as partially addressed by Motoshita et al. (2010a) 
and Boulay et al. (2011), are considered to be very low (Rijsberman 2006, Mila i Canals 2009, UNESCO 
2003) and therefore this potential cause-effect chain is excluded.  

12.1.4. Results 

The range of CFs is from zero in economically developed regions up to ~10-4 DALY per m3 of water 
consumed in economically less developed regions. In order to properly apply the CFs the geographic 
location needs to be known for attributing the proper watershed to the inventory. In cases where only 
national geographic information is available, country average CFs can be applied.  
Watershed characterization factors are aggregated to country level as withdrawal-weighted average 
based on the withdrawal data reported by WaterGAP2 (Alcamo et al. 2003) on watershed level. For 
cross-boundary watersheds, the withdrawal data has been allocated to countries according to the area 
share in each country. The results of the spatially explicit marginal and average CF are presented in 
Figure 12.8 on watershed level and. Country-aggregated CFs are provided as Excel table and in Table 
12.1. The global average marginal CF 1.8 E-07 DALY /m3 and the average CF is 1.3 E-07 DALY /m3. 
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Figure 12.8: CFs for human health impacts caused by water consumption (adapted from Pfister et al. 2009).  Top: Marginal 
CF (CFMN, AVG); bottom: average CF (CFMN, AVG). 

 
Table 12.1: Overview of CFs on country basis for both marginal and average approach. All CFs are the same for all four CF 
versions, i.e. there is no distinction according to effects or time horizon (see also Excel file). 

Country 
CFmarginal,HH 

[DALY/m3] 
CFaverage,HH  
[DALY/m3] 

Afghanistan 3.2E-06 3.2E-06 
Albania 1.1E-07 5.0E-08 
Algeria 1.5E-06 1.5E-06 
Angola 1.7E-07 1.3E-07 
Argentina 7.2E-08 3.2E-08 
Armenia 1.3E-06 1.3E-06 
Australia 0.0E+00 0.0E+00 
Austria 8.6E-09 3.8E-09 
Azerbaijan 1.2E-06 1.2E-06 
Bangladesh 4.3E-06 1.9E-06 
Belarus 9.8E-09 4.3E-09 
Belgium 0.0E+00 0.0E+00 
Belize 9.6E-09 9.4E-09 
Benin 1.2E-07 1.0E-07 
Bhutan 8.0E-08 6.6E-08 
Bolivia 9.4E-07 4.1E-07 
Bosnia and Herzegovina 6.8E-09 3.0E-09 
Botswana 2.3E-06 2.3E-06 
Brazil 3.9E-08 3.9E-08 
Brunei 0.0E+00 0.0E+00 
Bulgaria 1.6E-07 7.2E-08 
Burkina Faso 8.2E-08 6.7E-08 
Burundi 9.8E-08 9.0E-08 
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Cambodia 1.3E-07 5.9E-08 
Cameroon 2.7E-08 2.6E-08 
Canada 0.0E+00 0.0E+00 
Central African Republic 5.0E-09 5.0E-09 
Chad 1.7E-07 1.4E-07 
Chile 3.1E-07 3.1E-07 
China 6.3E-07 2.8E-07 
Colombia 2.9E-08 2.9E-08 
Congo (Democratic Republic of the) 2.6E-08 2.6E-08 
Congo (Republic of the) 3.5E-08 3.5E-08 
Costa Rica 1.8E-08 1.5E-08 
Cote d'Ivoire 5.4E-08 5.0E-08 
Croatia 8.8E-09 8.8E-09 
Cuba 2.0E-07 9.0E-08 
Cyprus 0.0E+00 0.0E+00 
Czech Republic 2.5E-09 1.1E-09 
Denmark 0.0E+00 0.0E+00 
Djibouti 4.6E-07 4.6E-07 
Dominican Republic 2.5E-07 1.1E-07 
Ecuador 4.0E-07 1.8E-07 
Egypt 3.5E-06 3.5E-06 
El Salvador 4.7E-08 3.9E-08 
Equatorial Guinea 5.3E-11 5.2E-11 
Eritrea 1.0E-06 4.5E-07 
Estonia 8.2E-10 6.7E-10 
Ethiopia 1.5E-06 6.7E-07 
Fiji 1.8E-08 1.8E-08 
Finland 8.8E-11 3.9E-11 
France 0.0E+00 0.0E+00 
French Guiana 1.8E-12 1.8E-12 
Gabon 1.1E-09 1.1E-09 
Gambia, The 6.5E-08 5.3E-08 
Georgia 9.1E-07 9.1E-07 
Germany 1.0E-09 4.4E-10 
Ghana 2.5E-07 2.5E-07 
Greece 5.6E-08 5.6E-08 
Guatemala 3.3E-08 3.0E-08 
Guinea 1.5E-07 1.2E-07 
Guinea-Bissau 1.4E-07 1.3E-07 
Guyana 2.0E-08 1.9E-08 
Haiti 3.8E-07 3.8E-07 
Honduras 4.7E-08 4.5E-08 
Hungary 8.8E-09 3.9E-09 
Iceland 0.0E+00 0.0E+00 
India 4.5E-06 4.5E-06 
Indonesia 3.9E-07 1.7E-07 
Iran 1.4E-06 1.4E-06 
Iraq 2.1E-06 2.1E-06 
Ireland 0.0E+00 0.0E+00 
Israel 2.2E-07 2.2E-07 
Italy 0.0E+00 0.0E+00 
Jamaica 2.0E-08 1.8E-08 
Japan 0.0E+00 0.0E+00 
Jordan 8.8E-07 8.8E-07 
Kazakhstan 4.9E-07 2.2E-07 
Kenya 1.2E-07 9.8E-08 
Korea, Democratic People's Republic 
of 1.2E-06 5.5E-07 
Korea, Republic of 0.0E+00 0.0E+00 
Kuwait 1.3E-08 1.3E-08 
Kyrgyzstan 1.6E-06 1.6E-06 
Laos 3.6E-08 2.9E-08 
Latvia 9.2E-10 7.5E-10 
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Lebanon 1.1E-06 1.1E-06 
Lesotho 3.2E-06 3.2E-06 
Liberia 1.2E-07 1.2E-07 
Libya 9.4E-07 9.4E-07 
Lithuania 1.1E-09 1.1E-09 
Luxembourg 0.0E+00 0.0E+00 
Macedonia 4.4E-07 1.9E-07 
Madagascar 2.2E-07 1.8E-07 
Malawi 1.1E-07 1.0E-07 
Malaysia 8.4E-09 8.4E-09 
Mali 3.1E-06 1.4E-06 
Mauritania 1.4E-07 6.2E-08 
Mexico 3.4E-07 3.4E-07 
Moldova 7.2E-08 3.2E-08 
Mongolia 2.9E-08 2.9E-08 
Morocco 3.9E-06 3.9E-06 
Mozambique 9.7E-07 4.3E-07 
Myanmar (Burma) 4.8E-08 3.9E-08 
Namibia 5.4E-08 4.4E-08 
Nepal 5.8E-06 5.8E-06 
Netherlands 0.0E+00 0.0E+00 
New Zealand 0.0E+00 0.0E+00 
Nicaragua 7.0E-08 5.7E-08 
Niger 1.2E-06 5.5E-07 
Nigeria 2.4E-06 1.0E-06 
Norway 0.0E+00 0.0E+00 
Oman 7.7E-07 7.7E-07 
Pakistan 4.4E-06 4.4E-06 
Palestine Territory (West Bank)  4.2E-07 4.2E-07 
Panama 1.3E-08 1.2E-08 
Papua New Guinea 0.0E+00 0.0E+00 
Paraguay 7.4E-09 7.1E-09 
Peru 1.3E-06 1.3E-06 
Philippines 3.1E-07 1.4E-07 
Poland 3.9E-09 3.9E-09 
Portugal 0.0E+00 0.0E+00 
Puerto Rico 0.0E+00 0.0E+00 
Qatar 2.4E-07 2.4E-07 
Romania 1.3E-08 5.5E-09 
Russia 1.1E-07 4.8E-08 
Rwanda 6.8E-08 5.5E-08 
Saudi Arabia 1.1E-06 1.1E-06 
Senegal 1.3E-07 5.9E-08 
Serbia and Montenegro 1.4E-08 6.2E-09 
Sierra Leone 1.9E-07 1.9E-07 
Slovakia 8.4E-09 3.7E-09 
Slovenia 8.8E-09 3.9E-09 
Solomon Islands 0.0E+00 0.0E+00 
Somalia 1.8E-06 7.8E-07 
South Africa 2.4E-06 2.4E-06 
Spain 0.0E+00 0.0E+00 
Sri Lanka 1.9E-06 8.3E-07 
Sudan 9.8E-07 4.3E-07 
Suriname 1.4E-08 1.3E-08 
Swaziland 3.1E-07 2.5E-07 
Sweden 0.0E+00 0.0E+00 
Switzerland 1.9E-10 8.3E-11 
Syria 1.9E-06 1.9E-06 
Tajikistan 2.6E-06 2.6E-06 
Tanzania, United Republic of 1.3E-07 1.3E-07 
Thailand 3.2E-07 1.4E-07 
Timor Leste 0.0E+00 0.0E+00 
Togo 6.0E-08 5.1E-08 
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Trinidad and Tobago 2.0E-07 8.7E-08 
Tunisia 1.8E-06 1.8E-06 
Turkey 1.1E-06 1.1E-06 
Turkmenistan 1.8E-06 1.8E-06 
Uganda 6.8E-08 5.5E-08 
Ukraine 2.9E-07 1.3E-07 
United Arab Emirates 4.3E-07 4.3E-07 
United Kingdom 0.0E+00 0.0E+00 
United States 4.3E-09 1.9E-09 
Uruguay 4.6E-09 4.5E-09 
Uzbekistan 2.2E-06 2.2E-06 
Vanuatu 0.0E+00 0.0E+00 
Venezuela 2.3E-07 1.0E-07 
Vietnam 7.8E-07 3.4E-07 
Western Sahara 4.2E-10 1.9E-10 
Yemen 5.2E-06 5.2E-06 
Zambia 9.6E-08 9.4E-08 
Zimbabwe 7.2E-07 3.2E-07 
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12.2. Water consumption impacts on ecosystems 

12.2.1. Areas of protection and environmental mechanisms covered 
The description of the impact assessment approach for quantifying impacts from water consumption 
on biodiversity is based on Verones et al. (2017), which is a continuation from Verones et al. (2013a) 
and Verones et al. (2013b), as well as Chaudhary et al. (2015). 

Description of impact pathway  
Water is one of the most important resources for both humans and ecosystems. The human population 
consumes 1-2 trillion m3 of water each year (WATCH 2011). Of all water used ~70% are used for 
agriculture as irrigation water, of which 71 % is withdrawn from surface water (World Water 
Assessment Programme 2009). It is expected that water for crop production will keep increasing in 
many parts of the world, because of climate change as well as a growing population with consequently 
larger food demands (Palmer et al. 2009). This might increase irrigation water consumption by ~60% 
by 2050 (Pfister et al. 2011b). The expansion of human water consumption, increases the pressure on 
ecosystems that are competing for the same resource (Vörösmarty et al. 2005), which is already highly 
problematic in many regions.  Here, we cover biodiversity impacts of water consumption in wetlands 
as proxies for aquatic and riparian habitat, as well as impacts of water consumption on vascular plants 
as proxy for more terrestrial systems. According to the Ramsar Convention, wetlands are defined as 
“areas of marsh, fen, peatland, or water, whether natural or artificial, permanent or temporary, with 
water that is static or flowing, fresh, brackish, or salt, including areas of marine water the depth of 
which at low tide does not exceed six metres” (Ramsar Convention 1994). We only include freshwater 
systems in our wetland assessment and thus exclude marine and coastal, saltwater influenced 
wetlands. In these coastal systems a lack of water is often less of a problem, since missing freshwater 
can be replaced by saltwater. This changes the salinity of the wetlands, which is another impact 
pathway (Amores et al. 2013) than the one described here, which is focusing on the physical availability 
of water only. In order to represent biodiversity as good as possible it is advantageous to use a 
combination of multiple taxonomic groups (Larsen et al. 2012). Species from 5 taxonomic groups were 
included as proxies for biodiversity (amphibians, reptiles, birds, mammals and vascular plants). 
 
Aquatic and riparian habitats 
The quantification of impact consists of a fate and an effect part (Figure 12.9). The fate factor (FF) 
[m2·yr/m3] quantifies the potential change in wetland area2 due to an increase of water consumption. 
We distinguish between changes in either groundwater table or surface water volume that both 
ultimately lead to change in wetland area. The effect factor (EF) [species-eq/m2] quantifies the 
potential loss of species diversity on each square meter of lost wetland area. In addition to counting 
the number of species that is lost, we also introduce a vulnerability score for each taxon (VS) into the 
effect factor. VS is informing about the global vulnerability of species to extinction, by taking into 
account the threat levels of the IUCN Redlist and the individual geographic range area of each species 
(IUCN 2012). Aggregating the species-equivalents, as described in the framework chapter, results in 
the CFs being in PDF·yr/m3. Both fate and effect factors are calculated for more than 20’000 wetlands 
globally and then assigned to watersheds based on the individual catchment of each wetland, in order 
to account for the spatial aspect of water consumption. Some wetlands are not included and therefore 
CF may underestimate the impacts in some areas.  
 

 
2 note that we use the term “wetland” for all waterbodies, according to the Ramsar convention, i.e. for lakes, rivers, 
swamps, etc. 
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Figure 12.9: Cause-effect chain for modelling the potential loss of species due to water consumption in aquatic and 
riparian habitat.  
 

The characterization factor at endpoint level (CFend, i,t) for each watershed i and taxonomic group t is 
thus calculated according to equation 12.9. Taxonomic groups used are birds, mammals, reptiles and 
amphibians. 
 

𝐶𝐹𝑒𝑛𝑑,𝑖,𝑡 =
∑ 𝐹𝐹𝑘,𝑡 ∙ 𝐸𝐹𝑘,𝑡
𝑛
𝑖,𝑘=1

𝑆𝑡 ∙ 𝑉𝑆𝑡
 

Equation 12.9 

Where FFk,t is the fate factor of wetland k and taxonomic group t and EFk,t is the effect factor of wetland 
k and taxonomic group t. S and VS are the species richness and vulnerability score of taxonomic group 
t, respectively and are used to transform the species-equivalents to PDF again. Keep in mind that these 
are global extinctions. These CFs have a spatial coverage indicating the “catchment” area of each 
wetland (i.e. the area that has an influence on the respective wetland). Note that the CF can vary within 
one watershed, since not all wetlands are affected by all water consumption in the watershed (i.e. they 
are not affected if they lie upstream of the location where water consumption happens) (see also 
explanation further below and figures 12.13 and 12.14). 
 
Terrestrial habitats 
The characterization factor consists of a fate and an effect part (Figure 12.10).  
 

 
Figure 12.10: Cause-effect chain for modelling the potential loss of species due to water consumption in terrestrial habitat. 

 
The FF [m2·yr/m3] indicates for each watershed the land occupation required to generate a volume of 
water consumed as the inverse of precipitation (see also Pfister et al. (2009)). The FF thereby accounts 
for the fact, that the water cycle includes interactions with soil and terrestrial ecosystems from a more 
conceptual perspective. The EF [species-eq/m2] is quantifying vascular plant species loss per region, 
based on the water limited share of net primary productivity of plants, endemic species richness and 
the regional species accumulation factor z (Pfister et al. 2010). The CFs are calculated on a watershed 
basis w for the taxonomic group of vascular plants. In order to derive global PDF, we divide with the 
global richness of vascular plants (equation 12.10) 
 

𝐶𝐹𝑒𝑛𝑑,𝑤 =
𝐹𝐹𝑤 ∙ 𝐸𝐹𝑤
𝑆𝑝𝑙𝑎𝑛𝑡𝑠

 

Equation 12.10 

Where FFw is the average fate factor on a watershed basis and EFw is the effect factor on a watershed 
basis for vascular plants. S is the global species number of vascular plants. Due to unavailability of data 
VS was assumed to be 1 for plants. 
 
Description of all related impact categories 



 

162 
 

This impact pathway only affects ecosystem quality. 
 
Methodological choice 
There is one method available, which assesses impacts on wetland biodiversity (animal species) from 
marginal changes in water consumption and one that assesses the marginal impacts on vascular plants 
species. We include a vulnerability score for animal species. The aggregation procedure between the 
taxonomic groups is described in the framework chapter. The aggregation between plants and animals 
is achieved by taking the average between the aggregated animal CF and the plant CF. 
 
Spatial detail 
Characterization factors (CFs) are available for the globe with a resolution of 0.05° x 0.05° (see also 
explanation on assigning wetland specific factors to hydrologically relevant units below). Country-
averaged CFs and continental averages are available too. A global average is provided for background 
processes. Averaging was based on total consumption of the year 2010 (for irrigation, livestock, 
municipal use, electricity generation and manufacturing) based on Pfister et al. (2011a) and WATCH 
(2011). 
 

12.2.2. Calculation of the characterization factors at endpoint level – animal species 
 
The fate factor (FF) is used to indicate the change in wetland area due to water consumption. In the 
modelling procedure we distinguish between wetlands that are fed by surface water (e.g. by rivers and 
creeks, precipitation or snowmelt) and wetlands that are predominantly fed by groundwater. The 
former are only affected by surface water consumption, the latter only by groundwater abstraction. 
We assume that there is no interaction between surface and groundwater and a wetland is either 
purely dependent on surface water or purely dependent on groundwater, in order to account for the 
dominant hydrological process. All wetlands are modelled as circular cones. A graphical representation 
of the modelling procedure is shown in Figure 12.11. 
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Figure 12.11: Schematic representation of the calculation procedure of the FF for A) surface water-fed (SW) wetlands and 
B) groundwater-fed (GW) wetlands. Red boxes show modelled parameters, blue boxes show empirical data inputs (for 
data sources see Verones et al. (2013a)). The dotted lines in pictures A) and B) show that this parameter is only required 
in some cases. The dashed lines show that parameters in those boxes are the same. Pictures C and D show schematically 
the way of calculating groundwater drawdowns. The radius of the wetland is r. The defined area of relevance (radius D’) is 
assumed as the hypothetical well, leading to a depression cone with radius C’. In picture D a cross section of the situation 
in C is shown, with the aquifer thickness m. The wetland is shown as blue triangle. Picture adopted from Verones et al. 
(2013a). 
 

The FF for both surface water (SW)-fed and groundwater (GW)-fed wetlands is calculated for each 
wetland k as shown in equation 12.11 where Areported

 is the reported, empirically known wetland area 
and Anew is the modelled wetland area after water consumption x. We assume x to be an increase in 
consumption of 1000 m3/yr. 
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𝐹𝐹𝑘 =
(𝐴𝑟𝑒𝑝𝑜𝑟𝑡𝑒𝑑,𝑘 − 𝐴𝑛𝑒𝑤,𝑘)

𝑥𝑘
 

Equation 12.11 

 
For SW-fed wetlands Anew is calculated according to equation 12.12, based on a new wetland radius 
rnew. The new wetland volume Vnew is estimated based on a change in residence time τ and a change in 
water inflow, due to water consumption x. Angle α is the angle between the embankment of the 
wetland and an imaginary, vertical line at the center of the wetland, estimated from actual wetland 
depth and size. 
 

 
Equation 12.12 

 
For groundwater-fed wetlands we assume that the wetland is acting like a pump (through 
evapotranspiration and outflow). Thereby the evapotranspiration is the driving force and causes water 
from a certain area around the wetland (denoted area of relevance, AoR) to flow towards the wetland. 
The AoR is at least the size of the wetland itself and is calculated based on the infiltration into a 
wetland, hydraulic conductivity and aquifer thickness of at each wetland’s site. Both hydraulic 
conductivity and aquifer thickness are empirical data inputs. The new wetland area Anew is calculated 
as shown in equation 12.13 where rreported is the radius from the reported wetland area and s is the 
drawdown of the water level in the wetland that is created due to water abstraction. 
 

𝐴𝑛𝑒𝑤 = 𝑟𝑛𝑒𝑤
2 ∙ 𝜋 = (−𝑠 ∙ 𝑡𝑎𝑛(𝛼) + 𝑟𝑟𝑒𝑝𝑜𝑟𝑡𝑒𝑑)

2
∙ 𝜋 

Equation 12.13 
 

Assuming steady-state conditions the depth of the depression cone stems from equation 12.14, which 
is the well formula of Thiem-Dupuit (Stelzig 2012). We set xGW to 1000 m3/yr and used this equation to 
determine the drawdown s.  

 

 
Equation 12.14 

 
C’ and D’ are the radius of the depression cone and the radius of the area of relevance, respectively. 
The latter is calculated based on the amount of infiltration I that reaches the wetland in a given 
hydrogeological setting with hydraulic conductivity kf, aquifer thickness m and a pre-defined minimal 
hydraulic gradient to have an influence (a gradient is needed for water to flow). The radius of the area 
of relevance D’ is at least the same value like the wetland radius r before water consumption. D’ is 
used to determine the area of the respective CF. The radius of the cone C’ is calculated analogously, 
but in addition to the infiltration amount required to sustain the wetland at the area it is now, also the 
amount xGW has to be covered and therefore the CF is non-linear and depending on the xGW used. 
Further details and formulae can be found in Verones et al. (2013a). 
  
The effect factor (EF) is based on the species-area relationship for estimating the potential loss in 
species. The number of lost species is quantified with equation 12.15 where Slost is the number of lost 
species, Anew and Areported are the new and empirically reported wetland area and Soriginal is the original 
species richness. The exponent z indicates the slope of the species-area relationship and differs for 
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each taxonomic group (birds: 0.37, mammals: 0.34, amphibians: 0.2, reptiles: 0.33). We calculated 
these values from Drakare et al. (2006), as explained in further detail in Verones et al. (2013b). 
 

 
Equation 12.15 

The values for Soriginal are taken from global species maps that we calculated from IUCN data on 
geographical ranges of individual species (IUCN 2013b). Note that these maps (see example in Figure 
12.12) are based on current species richness, i.e. species that are already extinct are excluded. 
 

 
Figure 12.12: Map showing the species numbers of amphibians with a resolution of 0.05° x 0.05°. Data from IUCN (2013b). 
Adopted from Verones et al. (submitted). 

 
The EF of wetland k for taxonomic group t is then calculated as shown in equation 12.16 based on the 
numbers of lost species Slost per taxonomic group t and the loss in area that has already been calculated 
in the fate factor calculation. VSk,t is the vulnerability score of taxonomic group t in wetland k. This is 
important to translate local species loss into global species loss equivalents.  

𝐸𝐹𝑘,𝑡 =
𝑆𝑙𝑜𝑠𝑡,𝑘,𝑡

𝐴𝑟𝑒𝑝𝑜𝑟𝑡𝑒𝑑,𝑘 − 𝐴𝑛𝑒𝑤,𝑘
∙ 𝑉𝑆𝑘,𝑡 

Equation 12.16 
 

The vulnerability score is derived from information on IUCN threat levels (IUCN 2013a) and the 
geographical range areas of species (IUCN 2013b) for each taxonomic group t according to equation 
12.17. TL is the threat level of species i and GR is the geographical range of species i. The average VS 
of all species within a taxa is calculated on a pixel level (0.05° x 0,05°), denoted j. VS varies between 0 
and 1. The values for the TL are chosen on a linear scale: 0.2-least concern, 0.4-near threatened, 0.6-
vulnerable, 0.8-endangered, 1-critically endangered. 

 
Equation 12.17 

 

An example of a vulnerability score map with resolution 0.05° x 0.05° is shown in Figure 12.13. 
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Figure 12.13: Vulnerability score for amphibians with a resolution of 0.05° x 0,05°. Data from IUCN (2013b) and (IUCN 2012). 
Adopted from Verones et al. (submitted).  

 
Characterization factors (CFs) are calculated for each wetland individually (multiplication of fate and 
effect factor). Then, these values are assigned to the hydrologically relevant parts of major watersheds. 
For surface water-fed wetlands these relevant regions within a major watershed are determined from 
a hydrologically corrected digital elevation model. We selected all parts of a major watershed that 
were at the same or at higher elevation that the wetland itself, excluding parts that do not have a 
physical connection to the wetland in question. The CF of a wetland is applicable in that area, since 
any upstream water consumption deprives the wetland of water. The areas with CFs of all wetlands in 
a specific location are superimposed and summed. This is schematically shown in Figure 12.14. 

 
Figure 12.14: Schematic representation of the procedure for assigning values to watersheds for surface water-fed 
wetlands. Two wetlands are depicted with red dots; the river network is shown in black. The individual catchment of the 
two wetlands are shown in orange and blue. Where the orange and blue catchments overlap the CFs of both wetlands are 
summed. Water consumption in that area will deprive both wetlands of water and thus damages both. Water consumption 
in the blue area, does not affect the wetland with the orange catchment, thus in this area inly the CF of the second wetland 
is applicable. Adopted from Verones et al. (2013b). 
 

For groundwater-fed wetlands a similar procedure is used. The characterization factor is assumed to 
be applicable in the whole area of relevance (AoR) around the wetland, i.e. within the area from which 
water is drawn towards the wetland. If two or more of these areas of relevance overlap, the respective 
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CFs are summed, since water consumption in that area would damage multiple wetlands (Figure 
12.15). 

 
Figure 12.15: In solid blue and solid violet two groundwater-fed wetlands are shown. The hatched areas around them are 

the areas of relevance, in which the CF of each wetland is applicable. In the orange part the two areas of relevance 

overlap and the CFs of both wetlands is summed. Adopted from Verones et al. (2013b). 

 
Note that CFs are first calculated for each taxonomic group separately in spercies-eq·yr/m3. In order 
to be consistent with all impact categories, we follow the aggregation procedure described in the 
framework chapter, to provide final CFs in PDF·yr/m3, aggregated over all taxonomic groups 
considered. 

12.2.3. Calculation of the characterization factors at endpoint level – vascular plants 
The fate factor is taken from Pfister et al. (2009). They assume that in water-limited environments 
plant growth may be obstructed by water consumption, since plants will be deprived of the water they 
need for growing by avoided floods or decreased groundwater levels. There is no distinction between 
the source of water. The fate factor is calculated as the inverse of spatially-differentiated precipitation 
with a minimum of 10-2 m/year), which is used to indicate the area-time that is affected by a certain 
water consumption volume for each watershed. By doing so, it is a rather conservative approach.  
 
The effect factor for vascular plants is taking the plant species richness S,, the endemism richness 
factor ERF the water-limited net primary productivity NPPwater-limited and a species accumulation factor 
z into account (equation 12.18). This effect factor thus gives the potential damage in endemic species-
equivalents. 
 

𝐸𝐹𝑖 = 𝑁𝑃𝑃𝑤𝑎𝑡𝑒𝑟−𝑙𝑖𝑚𝑖𝑡𝑒𝑑 ∙ 𝑧𝑖 ∙ 𝑆𝑣𝑎𝑠𝑐𝑢𝑙𝑎𝑟 𝑝𝑙𝑎𝑛𝑡,𝑖  
Equation 12.18 

 
The 𝑁𝑃𝑃𝑤𝑎𝑡𝑒𝑟−𝑙𝑖𝑚𝑖𝑡𝑒𝑑 is the net primary productivity (NPP) share that is water-limited (see Pfister et 
al. (2009). The species accumulation factor z is used to account for regional species loss by the species-
area relationship, as described in ReCiPe method (Goedkoop et al. 2009), and is depending on 
ecosystem conditions (Pfister et al. 2010). In order to account for the total of potentially lost species, 
we apply species richness S of vascular plants taken from Kreft et al.(2007). 
 
The characterization factor is calculated by multiplying effect and fate factors on a watershed level. 
For this, the regional EFs and FFs are averaged on a watershed level. In order to transform the unit to 
PDF, we use the global species richness of vascular plants (315’903, Kier et al. (2009)). 

12.2.4. Uncertainties 
 Sensitivity analyses were performed for water depth, the chosen wetland geometry, and the amount 

of water consumed (10 m3/yr and 1’000’000 m3/yr instead of 1000 m3/yr). For surface water-fed 
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wetlands the amount of water inflow was changed from the own model to WaterGap values (WATCH 

2011) and for groundwater-fed wetlands we also tested the influence of the hydraulic conductivity.  

The sensitivity of the groundwater-fed wetlands was much larger than for the surface water-fed 

wetlands. CFs can vary more than 1000% in extreme cases, depending on the parameter changed 

(Verones et al. 2013b). Largest influence had the amount of water consumed, because of the non-

linear character of the Dupuit-Thiem well formula. Also the hydraulic conductivity leads to substantial 

influence on the groundwater-fed wetlands, leading to less robust values for groundwater 

consumption than for surface water consumption (see also the Supporting Information of Verones et 

al. (Verones et al. 2013b)). 

Surface water-fed wetlands proved to be only slightly sensitive to changes in water depth (less than 

1%, see Verones et al. (Verones et al. 2013a)). Hydrological inflow data did have implication (up to 

100% difference, see Verones et al. (Verones et al. 2013a)), especially because of differences in river 

width and the exact geographical course of the river (based on hydrologically corrected DEMs) 

Differences between an ellipsoid or a straight cone assumption for the wetland geometry proved to 

be marginal. An overview of all other tested parameters and their influence is shown in the appendix. 

It is not possible to quantitatively analyse all of the identified uncertainties. Monte Carlo simulations 

are for example not automatically possible for groundwater-dependent wetlands, because the CFs 

cannot be derived in an analytical way, but need numerical iterations. However, we attempted to 

highlight relevant uncertainties and, if possible assess their impact in a qualitative way.  

For the effect factor uncertainties are due to the range models of the taxonomic groups. Geographical 

ranges overestimate the species richness present in a certain location and thus we have to assume 

that our values are rather high. 

12.2.5. Value choices  
Time horizon 

There are no value choices to be made for the time horizon. It is an infinite time horizon, assuming 

steady-state conditions. 

Level of robustness 

The level of robustness varies strongly between surface water-fed wetlands, groundwater-fed 

wetlands and terrestrial habitats, and hence between surface water consumption and groundwater 

consumption. It is recommended to use aggregated characterization factors for surface water 

consumption and terrestrial habitats for certain values and only include groundwater-fed wetlands if 

the complete impact shall be assessed (all effects). We consider groundwater-fed wetlands to be of 

low level of robustness since they have much larger uncertainties and considerably less data available.  

12.2.6. Results 
The CFs range from 1.4E-18 PDF·yr/m3 to 1.2E-11 PDF·yr/m3 for the certain effects values and from 
1.4E-18 PDF·yr/m3 to 6.4E-11 PDF·yr/m3 for the “all effects” CFs. Both are considering vulnerabilities 
of animal taxa. CF maps are shown in Figure 12.16 and 12.17. Global averages are shown in Table 12.2. 
In Table 12.3 and in the associated Excel files country averages for the CFs are listed. Table 12.4 shows 
continental averages. Spatially explicit characterization factors are available as Google Earth layers (on 
a country level) and as ArcGIS raster files (pixel specific). 
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Figure 12.16Ccharacterization factors for impacts from surface water consumption on all animal taxa and impacts from 
water consumption on vascular plants (certain effects). Aggregated across taxa as described in the framework document.  

 
Figure 12.17: Characterization factors including all effects. In addition to the values from Figure 12.16, also impacts from 
groundwater consumption on animal taxa is included here. 

 
Table 12.2: Global averages for the CFs.  

 

CF certain effects 
[PDF·yr/m3] 

CF all 
effects 
[PDF·yr/m3] 

Ecosystem quality 1.63E-13 1.65E-13 
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Table 12.3: CFs per country. For the certain effects, only surface water consumption (SW) is considered for anima taxa, in 
addition to water consumption impacts on vascular plants. Groundwater consumption (GW) is considered only in the “all 
effects” CF. The unit is always [PDF·yr/m3]. Values shown here include vulnerabilities of animal species.  
 

Country 
CF certain effects  
[PDF·yr/m3] 

CF all 
effects  
[PDF·yr/m3] 

Afghanistan 1.57E-14 1.57E-14 
Albania 3.15E-15 3.24E-15 
Algeria 4.93E-14 7.70E-14 
Angola 3.00E-15 4.28E-15 
Argentina 2.52E-15 2.63E-15 
Armenia 1.05E-13 1.13E-13 
Australia 2.25E-12 2.34E-12 
Austria 1.60E-14 3.56E-13 
Azerbaijan 1.39E-14 2.11E-14 
Bahamas, The 8.80E-12 8.80E-12 
Bangladesh 3.73E-15 4.04E-15 
Belarus 3.69E-16 6.24E-16 
Belgium 3.31E-16 3.31E-16 
Belize 5.21E-15 7.74E-15 
Benin 5.25E-16 1.26E-14 
Bhutan 2.97E-14 3.06E-14 
Bolivia 1.36E-13 1.36E-13 
Bosnia and Herzegovina 7.99E-15 1.24E-14 
Botswana 3.12E-15 3.12E-15 
Brazil 2.76E-15 2.85E-15 
Brunei 2.68E-15 2.68E-15 
Bulgaria 9.50E-15 1.75E-14 
Burkina Faso 1.57E-15 1.58E-14 
Burundi 2.82E-14 2.82E-14 
Cambodia 1.63E-15 1.63E-15 
Cameroon 1.29E-14 2.97E-14 
Canada 2.83E-13 2.85E-13 
Cape Verde 0.00E+00 0.00E+00 
Central African Republic 4.09E-15 4.09E-15 
Chad 4.37E-15 9.44E-15 
Chile 8.86E-14 8.86E-14 
China 2.32E-15 2.35E-15 
Colombia 6.94E-14 6.94E-14 
Comoros 0.00E+00 0.00E+00 
Congo 2.93E-15 2.93E-15 
Congo DRC 2.16E-15 2.16E-15 
Cook Islands 0.00E+00 0.00E+00 
Costa Rica 2.12E-14 2.12E-14 
Croatia 8.66E-15 1.34E-14 
Cuba 1.07E-14 1.07E-14 
Cyprus 5.51E-14 5.51E-14 
Czech Republic 4.08E-15 5.39E-15 
Denmark 4.91E-16 4.91E-16 
Djibouti 6.42E-15 6.43E-15 
Dominican Republic 1.17E-13 1.18E-13 
Ecuador 1.83E-13 1.83E-13 
Egypt 1.73E-14 1.74E-14 
El Salvador 6.31E-15 8.92E-15 
Equatorial Guinea 1.28E-14 1.28E-14 
Eritrea 5.86E-15 5.86E-15 
Estonia 2.82E-16 2.95E-16 
Ethiopia 6.60E-15 6.63E-15 
Falkland Islands (Islas Malvinas) 0.00E+00 0.00E+00 
Faroe Islands 0.00E+00 0.00E+00 
Fiji 4.84E-14 4.84E-14 
Finland 3.68E-16 8.99E-16 
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France 6.19E-16 7.03E-16 
French Guiana 2.39E-15 2.39E-15 
French Polynesia 0.00E+00 0.00E+00 
Gabon 9.24E-15 9.24E-15 
Gambia, The 1.82E-15 1.82E-15 
Georgia 1.25E-14 1.75E-14 
Germany 4.21E-15 5.12E-15 
Ghana 9.01E-16 9.01E-16 
Greece 5.52E-15 5.54E-15 
Greenland 7.10E-17 7.10E-17 
Guadeloupe 0.00E+00 0.00E+00 
Guatemala 1.52E-14 1.60E-14 
Guinea 7.77E-15 2.89E-14 
Guinea-Bissau 5.49E-16 5.49E-16 
Guyana 1.30E-15 1.30E-15 
Haiti 8.42E-14 8.43E-14 
Honduras 7.88E-15 9.36E-15 
Hungary 1.30E-14 2.05E-14 
Iceland 4.90E-16 4.90E-16 
India 1.12E-14 1.12E-14 
Indonesia 2.92E-14 2.92E-14 
Iran 2.31E-14 2.47E-14 
Iraq 1.00E-14 1.08E-14 
Ireland 7.59E-16 5.48E-15 
Israel 1.77E-14 1.77E-14 
Italy 3.41E-15 3.48E-15 
Ivory Coast 5.06E-15 8.66E-15 
Jamaica 6.40E-15 6.40E-15 
Japan 1.28E-14 5.25E-14 
Jordan 3.47E-13 3.48E-13 
Kazakhstan 1.93E-15 1.93E-15 
Kenya 5.74E-15 5.75E-15 
Kiribati 0.00E+00 0.00E+00 
Kuwait 2.53E-14 2.55E-14 
Kyrgyzstan 7.61E-15 7.61E-15 
Laos 2.42E-14 2.42E-14 
Latvia 2.42E-16 4.32E-16 
Lebanon 5.86E-14 5.86E-14 
Lesotho 1.46E-15 1.46E-15 
Liberia 3.31E-15 3.31E-15 
Libya 4.26E-14 4.88E-14 
Lithuania 2.74E-16 2.74E-16 
Luxembourg 5.65E-15 5.65E-15 
Macedonia 2.77E-15 2.79E-15 
Madagascar 9.74E-14 9.75E-14 
Malawi 1.99E-15 1.99E-15 
Malaysia 2.40E-13 2.40E-13 
Mali 1.60E-15 4.54E-14 
Mauritania 1.13E-15 1.49E-15 
Mauritius 0.00E+00 0.00E+00 
Mexico 1.24E-14 1.25E-14 
Moldova 2.22E-15 5.17E-15 
Mongolia 3.72E-15 3.72E-15 
Montenegro 5.77E-15 7.12E-15 
Morocco 8.61E-15 1.63E-14 
Mozambique 2.81E-15 2.81E-15 
Myanmar (Burma) 1.63E-14 1.63E-14 
Namibia 1.88E-14 6.65E-14 
Nepal 1.33E-14 1.42E-14 
Netherlands 5.24E-16 5.32E-16 
New Caledonia 1.23E-14 1.23E-14 
New Zealand 4.08E-14 4.87E-14 
Nicaragua 6.54E-15 6.80E-15 
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Niger 2.22E-15 3.59E-14 
Nigeria 3.11E-15 2.88E-14 
North Korea 3.78E-14 3.79E-14 
Norway 4.00E-16 4.00E-16 
Oman 3.36E-14 3.39E-14 
Pakistan 3.58E-14 3.59E-14 
Panama 8.56E-15 8.56E-15 
Papua New Guinea 4.57E-14 4.57E-14 
Paraguay 3.30E-15 3.50E-15 
Peru 5.76E-14 5.76E-14 
Philippines 2.69E-14 2.69E-14 
Poland 4.30E-16 5.64E-16 
Portugal 4.23E-15 5.99E-15 
Puerto Rico 2.57E-12 2.57E-12 
Qatar 1.83E-14 1.85E-14 
Reunion 0.00E+00 0.00E+00 
Romania 4.21E-15 9.86E-15 
Russia 3.74E-15 3.75E-15 
Rwanda 3.07E-14 3.07E-14 
Sao Tome and Principe 0.00E+00 0.00E+00 
Saudi Arabia 2.89E-14 2.91E-14 
Senegal 6.20E-16 6.20E-16 
Serbia 1.29E-14 2.00E-14 
Sierra Leone 5.26E-15 5.26E-15 
Slovakia 1.07E-14 1.67E-14 
Slovenia 2.67E-14 4.19E-14 
Solomon Islands 2.36E-15 2.36E-15 
Somalia 3.21E-15 3.21E-15 
South Africa 1.76E-14 1.76E-14 
South Korea 3.99E-14 4.75E-14 
Spain 1.18E-14 1.45E-14 
Sri Lanka 2.25E-14 2.25E-14 
St. Vincent and the Grenadines 0.00E+00 0.00E+00 
Sudan 5.37E-15 5.38E-15 
Suriname 9.48E-16 9.48E-16 
Svalbard 1.15E-16 1.15E-16 
Swaziland 5.43E-15 5.43E-15 
Sweden 4.63E-16 5.11E-16 
Switzerland 7.66E-15 7.73E-15 
Syria 4.16E-14 4.19E-14 
Taiwan 2.96E-13 2.96E-13 
Tajikistan 3.60E-15 3.60E-15 
Tanzania, United Republic of 4.65E-15 4.66E-15 
Thailand 3.41E-14 3.41E-14 
Togo 3.84E-16 3.84E-16 
Trinidad and Tobago 1.78E-15 1.78E-15 
Tunisia 6.21E-14 1.01E-13 
Turkey 1.92E-14 1.95E-14 
Turkmenistan 1.22E-14 1.22E-14 
Uganda 1.13E-14 1.13E-14 
Ukraine 1.02E-15 1.43E-15 
United Arab Emirates 3.95E-14 3.98E-14 
United Kingdom 6.32E-16 2.68E-15 
United States 1.15E-12 1.15E-12 
Uruguay 1.77E-15 1.91E-15 
Uzbekistan 4.07E-15 4.07E-15 
Vanuatu 0.00E+00 0.00E+00 
Venezuela 2.33E-15 2.33E-15 
Vietnam 3.36E-15 3.36E-15 
Virgin Islands 0.00E+00 0.00E+00 
West Bank 2.20E-14 2.20E-14 
Western Sahara 2.01E-15 2.60E-15 
Western Samoa 0.00E+00 0.00E+00 
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Yemen 5.81E-14 5.87E-14 
Zambia 2.94E-15 2.94E-15 
Zimbabwe 2.54E-15 2.54E-15 

 
Table 12.4: CFs per continent. For the certain effects, only surface water consumption (SW) is considered for anima taxa, 
in addition to water consumption impacts on vascular plants. Groundwater consumption (GW) is considered only in the 
“all effects” CF. The unit is always [PDF·yr/m3]. Values shown here include vulnerabilities of animal species.  
 

Continent 
CF certain effects 

[PDF·yr/m3] 
CF all effects  
[PDF·yr/m3] 

Africa 1.58E-14 1.96E-14 
Antarctica 0.00E+00 0.00E+00 

Asia 1.46E-14 1.52E-14 
Australia 2.23E-12 2.32E-12 
Europe 4.57E-15 9.02E-15 

North America 9.83E-13 9.84E-13 
Oceania 4.22E-14 5.05E-14 

South America 3.19E-14 3.20E-14 
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12.2.8. Appendix 

 
Overview of assumptions and possible implications for the outcome of the FF calculation. Taken from Verones et al. (2013a) 

Assumption/uncertainty Implications for outcome Tested/described? Justification 

Wetland areas as circles 

area loss might be different with different 

form 

fragmentation of wetland area is not 

included 

not tested, described in 

SI 

Some wetlands in Germany and Florida modelled as "ideal" or "circular" cones. 

For GW-fed wetlands: depression cone around pumping well is also a circle, 

thus geomteric form used for both. 

Cannot be tested for GW-fed wetlands, since depression cones could not be 

rectangles (e.g.) 

Fragmentation is important for wetlands but cannot be modelled on a global 

scale 

Cone 

volume can be different and thus loss of 

wetland area tested, described in SI 

Difference between ellipsoid or straight cone is marginal, problems as for circle 

areas remain (see above) 

Dupuit-Thiem well formula strong implications, because non-linear 

discussed,  

parameters within 

formula varied 

We varied parameters within the formula, however, we did not test replacement 

of the formula itself. It is a commonly used formula for unconfined aquifers and 

steady-state conditions. Unless groundwater models are established for every 

single wetland, this is the simpification that can be used. 

Steady-state assumption GW 

Fate might be occurring over longer or 

shorter time scales and affect the effect 

factor 

not specifically 

described/tested 

steady-state assumptions are common in hydrology and do not need further 

justification. In LCA, impacts are generally aggregated over time 

Delineation of AoR 

influence on the Dupuit-Thiem well 

formula, thus influence  

potentially high (non-linear influence) described 

We did not test alternative approaches for the AoR delineation.  

Again, simple equations are almost non-existent for the complex topic of 

groundwater and aquifers. Unless groundwater models are established for every 

single wetland, simplifications are necessary. 

Surface water flows 

large implications, depending on the river 

courses, width of rivers and amounts of 

water tested and described 

We used our own model (whose uncertainty we did not quantify, since we do 

not have the uncertainty of the underlying data) and WaterGap, in order to test 

their influence. 

Water consumption large implications for GW-fed wetlands tested and described 

We calculated for each wetland two different FFs with different water 

consumption, thus testing the influence of this parameter on the FFs. 

Residence time constant Small implications tested and described 

We assumed the residence time to remain constant and tested this assumption. 

We only found negligible differences. 

Hydraulic gradient 

Potentially larger implications because it 

enters a non-linear equation not tested 

We chose a conservative value that is in the range of the natural hydraulic 

gradients 
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Uncertainty in underlying data 

P, PET, AET, A, water source, depth kf, m 

could influence the  FF 

- A changed from 

Ramsar to waterbody 

area 

- global flows used 

from two different 

models 

- kf varied by factor 

100 

- depth varied 

- water source not 

varied 

- m not varied 

Those that were 

changed were 

described and tested 

We varied some of the parameters that we used, such as water depth, underlying 

area or also the surface water volumes used. 

However, we did not vary the aquifer thickness m for example. 

We also do not know the uncertainty if the data itself, i.e. the uncertainty of the 

precipitation, Ramsar areas or potential evapotranspiration and thus cannot 

check for further uncertainties. 
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13.1. Areas of protection and environmental mechanisms covered 
Description of impact pathway 

Mineral resources are key raw materials in many industrial sectors and hence their demand is 

increasing. Although it has been argued that mineral resources are available in almost infinite amounts 

in the earth crust, the actual availability of a mineral primarily depends on ore grades (Gerst 2008). 

The impact patway of mineral resource extraction is illustrated in Figure 13.1 and described in 

equation 13.1. When a mineral is extracted (ME), the overall ore grade of that mineral declines (OG) 

(Mudd 2007; Prior et al. 2012). This mechanism can be captured by cumulative grade-tonnage 

relationships, as shown by Vieira et al. (2012). The smaller the ore grade, the larger the amount of ore 

that needs to be produced for extracting the same amount of mineral resource (OP). According to 

Prior et al. (2012), ore grade decline can be used as an indicator for a range of societal impacts. For 

instance, larger amounts of ore produced for the same unit of mineral output, implies more waste 

(waste rock, tailings) to be handled. The larger the future mineral resource extraction (R) the larger 

becomes the overall increase of ore produced. Consequently, the future metal extraction is relevant 

and should be considered. The average increase in ore amount per kg of mineral extracted considering 

all future mineral resource yet to be extracted is defined as the surplus ore potential, here the life 

cycle impact indicator. 

mailto:vieira@pre-sustainability.com
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Figure 13.1: Cause-effect chain for natural resource impacts caused by mineral resource extraction. The interim steps of 

the impact pathway are depicted and the factors leading to them are described in equation 13.1. 

Description of all related AoPs 

This impact pathway only affects natural resources. 

Methodological choice 

An average approach is used to calculate the characterization factors. By calculating on basis of 

cumulative grade-tonnage relationships the increase in ore amount for all future mineral extraction 

and then dividing it by the future mineral extraction, average CFs are derived. These CFs are used to 

assess the potential impacts of mineral resource extraction worldwide. 

Spatial detail 

Mineral resource scarcity is a global phenomenon because there is a global market for these type of 

resources. As a result, no spatial detail was defined for this method. 

 

13.2. Calculation of the characterization factors at endpoint level 
The endpoint CF, expressed as the surplus ore potential (SOP), is defined as the extra amount of ore 

produced in the future per unit of mineral extracted, which is calculated by Equation 13.1. 

CFend,𝑥 =
∫ (∆OP𝑥)𝑑𝐶𝑀𝐸
𝑀𝑀𝐸

𝐶𝑀𝐸

𝑅𝑥
=
∫ (∆OP𝑥)𝑑𝐶𝑀𝐸
𝑀𝑀𝐸

𝐶𝑀𝐸

𝑀𝑀𝐸𝑥 − 𝐶𝑀𝐸𝑥
 

Equation 13.1. 
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where CFend,x (kgore/kgx) is the average Surplus Ore Potential of mineral x, OPx is the ore produced per 

amount of mineral resource x extracted (kgore/kgx), and Rx (kgx) is the actual reserve of the mineral x, 

defined as the maximum amount to be extracted of that mineral (MMEx) and the difference between 

the current amount of mineral x extracted (CMEx).  

The ore extracted per amount of mineral resource x produced (OPx in kgore/kgx) is equal to the inverse 

of the ore grade of the mineral (OGx in fraction). The ore grade of a mineral can be derived with a 

cumulative grade-tonnage relationship, as previously shown by Musgrove (1965), Gerst (2008), and 

Vieira et al. (2012). A cumulative grade-tonnage relationship reflects the relationship between the 

cumulative extraction of a mineral x and its ore grade and can be derived as (Vieira et al., 2012): 

OG𝑥 =
1

OP𝑥
= exp(𝛼𝑥) ∙ (

MME𝑥 − CME𝑥
CME𝑥

)
𝛽𝑥

 

Equation 13.2. 

where OGx is the ore grade of mineral x (in kgx/kgore), MMEx (in kgx) is the maximum amount of mineral 

x that can be extracted, CMEx (in kgx) is the cumulative amount of mineral x extracted, and 𝛼𝑥 and 𝛽𝑥 

are respectively the location parameter and scale parameter of the loglogistic distribution of the 

cumulative grade-tonnage relationship for the mineral x.  

There is sufficient information to derive SOP values for 18 mineral resources, namely aluminium, 

antimony, chromium, cobalt, copper, gold, iron, lead, lithium, manganese, molybdenum, nickel, 

niobium, phosphorus, silver, tin, uranium, and zinc (Vieira et al. 2016). For the minerals for which SOP 

values could not be derived on the basis of empirical cumulative grade-tonnage relationships, we used 

the price of the mineral resource to estimate its SOP value. These are indicated in Table 13.2. with an 

asterisk. Price data of 2013 was retrieved from Kelly and Matos (2013) in U.S. dollars reference year 

2013 (USD2013) except for the platinum group metals and uranium. For palladium, platinum, and 

rhodium, average price data for 2013 was retrieved from Kitco Metals Inc. (2015). The ESA spot U3O8 

data (a weighted average of triuranium octoxide prices paid by EU utilities for uranium delivered under 

spot contracts during the reference year) published by the Euratom Supply Agency (2015) was used 

to calculate the price for uranium. As shown in figure 13.2, the price of a mineral can be considered 

as a good predictor for SOP (explained variance of the regressions equals 90-91%). 
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Figure 13.2: Relationship between average price in 2013 (USD2013/kgx) and surplus ore potential (kgore/kgx). The surplus 

ore potential have been calculated for two different future production estimates, reserves (R) and ultimate recoverable 

resource (URR). 

 

13.3. Uncertainties 
The uncertainty of the characterization factors was not calculated. However, there is information of 

the coefficient of correlation (R2) of the cumulative grade-tonnage curves of each mineral resource 

covered and these provide a good indication of the uncertainty in the CFs derived. As such, we decided 

to qualitatively cluster all minerals in the three classes of uncertainty depending on each R2:  

• low uncertainty if 0.9 ≤ R2 ≤ 1: aluminium, cobalt, iron, molybdenum, nickel, and phosphorus 

• medium uncertainty if 0.8 ≤ R2 < 0.9: antimony, chromium, gold, lead, and uranium 

• high uncertainty if R2 < 0.8 or derived on basis of price: remaining mineral resources. 

 

13.4. Value choices 
Time horizon 

There is no value choice related to the time horizon considered as this is infinite for this method. This 

means that all mineral resources to be extracted in the future are considered. No discounting to future 

effects is applied. 

Future mineral resource extraction 

One value choice that has to be made for this method is the definition of the maximum amount of a 

mineral resource x to be extracted (MMEx) as this is dependent on the future mineral resource to be 

extracted. Two different reserve estimates were applied in the calculations of the endpoint 

SOP(R) = 100.09 * price1.08

R² = 0.91

SOP(URR) = 100.39 * price1.00

R² = 0.90
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characterization factors to understand to what extent the results depend on the definition of mineral 

reserves. The first type of reserve estimate, used to calculate CF with “certain effects”, is the ‘Reserves 

(R)’ which is defined as that part of a mineral resource “which could be economically extracted or 

produced at the time of determination”, meaning at current prices and state of technology (U.S. 

Geological Survey 2015). The ‘Ultimate recoverable reource (URR)’, used to calculate the CFs with “all 

effects”, refer to “the amount available in the upper earth’s crust that is ultimately recoverable”. The 

definition of URR as used by UNEP (2011), there called ultimately extractable reserves, will be used 

here which is 0.01 % of the total amount in the crust to 3 km depth. 

Table 13.1: Included effects with CF certain effects and CF all effects. 

Choice category CF certain effects CF all effects 

Reserve estimate Reserves Ultimate recoverable resource 

 
Table 13.2: Characterization factors for natural resources. CFs with an * are derived based on prices. The others are based 

on empirical data. 

Elementary flow CF certain effects 

[kgore/kg] 

CF all effects 

[kgore/kg] 

Aluminium 1.09E+00 2.48E+00 

Antimony 1.11E+01 8.36E+00 

Arsenic* 9.59E-01 1.92E+00 

Ball clay* 4.16E-02 1.04E-01 

Barite* 1.46E-01 3.34E-01 

Bauxite* 2.60E-02 6.69E-02 

Bentonite clay* 6.55E-02 1.58E-01 

Beryllium* 9.09E+02 1.12E+03 

Bismuth* 2.99E+01 4.68E+01 

Boron* 8.39E-01 1.69E+00 

Cadmium* 2.51E+00 4.68E+00 

Cesium* 2.05E+05 1.73E+05 

Chromium 6.01E-01 1.39E+00 

Chrysolite* 2.38E+00 4.46E+00 

Clay, unspecified* 6.31E-02 1.53E-01 

Cobalt 4.32E+01 9.60E+01 

Copper 1.08E+01 1.46E+01 

Diamond (industrial)* 1.10E+03 1.34E+03 
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Diatomite* 3.32E-01 7.14E-01 

Feldspar* 9.60E-02 2.25E-01 

Fire clay* 2.10E-02 5.50E-02 

Fuller’s earth* 9.29E-02 2.19E-01 

Gallium* 1.00E+03 1.23E+03 

Germanium* 4.19E+03 4.64E+03 

Gold 5.52E+04 5.46E+04 

Graphite* 1.44E+00 2.80E+00 

Gypsum* 1.55E-02 4.14E-02 

Hafnium* 1.17E+03 1.41E+03 

Ilmenite* 2.59E-01 5.68E-01 

Indium* 1.25E+03 1.50E+03 

Iodine* 7.02E+01 1.04E+02 

Iron 4.12E-01 9.06E-01 

Iron ore* 1.10E-01 2.55E-01 

Kaolin* 1.58E-01 3.58E-01 

Kyanite* 3.40E-01 7.31E-01 

Lead 5.21E+00 7.18E+00 

Lime* 1.28E-01 2.95E-01 

Lithium 2.61E+01 7.10E+01 

Magnesium* 6.63E+00 1.16E+01 

Manganese 4.06E-01 1.20E+00 

Mercury* 9.03E+01 1.31E+02 

Molybdenum 3.13E+02 4.27E+02 

Nickel 2.00E+01 4.23E+01 

Niobium 4.81E+01 7.61E+01 

Palladium* 6.88E+04 6.25E+04 

Perlite* 5.48E-02 1.34E-01 

Phosphorus 1.51E+00 2.44E+00 

Platinum* 1.49E+05 1.28E+05 
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Potash* 7.48E-01 1.52E+00 

Pumice and pumicite* 3.33E-02 8.42E-02 

Rhenium* 7.25E+03 7.72E+03 

Rhodium* 1.05E+05 9.27E+04 

Rutile* 1.34E+00 2.62E+00 

Selenium* 1.38E+02 1.94E+02 

Silicon* 3.43E+00 6.26E+00 

Silver 1.74E+03 2.24E+03 

Strontium* 6.21E-01 1.28E+00 

Talc* 2.52E-01 5.53E-01 

Tantalum* 6.10E+02 7.74E+02 

Tellurium* 1.99E+02 2.73E+02 

Thallium* 1.76E+04 1.76E+04 

Tin 5.65E+01 7.35E+01 

Titanium* 7.43E+00 1.28E+01 

Titanium dioxide pigment* 4.18E+00 7.53E+00 

Tripoli* 2.30E-01 5.09E-01 

Tungsten* 7.75E+01 1.14E+02 

Uranium 3.86E+02 3.69E+02 

Vanadium* 3.76E+01 5.81E+01 

Wollastonite* 2.38E-01 5.24E-01 

Zinc 1.25E+00 2.24E+00 

Garnets* 3.23E-01 6.97E-01 

Gemstones* 1.35E+05 1.17E+05 

Platinum-group metals 5.99E+04 5.50E+04 

Rare earth metals* 2.97E+01 4.66E+01 

Zirconium minerals* 1.31E+00 2.56E+00 
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